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Abstract

An experiment compared the effectiveness of auditory, visual, and combination cues to
convey document structure. Subjects demonstrated an equivalent level of understanding of
the document structure and its content with either a combination cue or a visual cue. Sub-
jects required more time to answer questions in the combination condition than in the visual
condition. This suggests a greater cognitive effort is required. A sound-only condition has the
poorest performance both in response time and in the subject’s answers to questions about the
document’s structure and its content. Subjects were grouped based on whether or not they
replayed sounds as a retention tactic. Subjects who replayed sounds did better than subjects
who did not. These results contribute to our understanding of potential uses of sound in user
interfaces. The cues used for this task do not appear promising. Future research to determine
how to make use of sound must consider user tactics for processing sound cues.

1 Introduction

Computer-based electronic text has become ubiquitous. Kiosks in shopping malls and tourist
attractions use electronic text to present information to patrons. Universities and schools are
making use of computer-based instruction. Supermarkets use computers to help shoppers find
the correct aisle, or to print out coupons.

In this research we have used audio cues as an analog or replacement for visual reading cues.
We used these audio cues to provide navigational information as the reader moves through a
document. We hypothesized that this will aid in navigation.

1.1 Typographical Structure and Reading

There are a variety of visual signals that are used when reading. Lorch considers typographical
signals to be a subset of text signals in general, which also include headings, titles, and summaries
[22, 23, 24]. He suggests that each of these signals will aid memory, and that some of them have
been demonstrated to assist comprehension, focus attention, improve reading processes, and aid
searching within the text. '

Other visual factors that can influence the effectiveness of a document include page size,
margins, column widths, typefaces, and justification [13, 14]. Typographic cues may influence
comprehension. In many cases, readers will provide their own cues (highlighting, underlining,
marginal notes and so on) if they are left out of the original text.
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1.2 Document Structure and Reading

Many people are familiar with the experience of remembering what part of a document or page
contains some information without being able to remember the information itself. There have
been several investigations of different aspects of this phenomenon [41, 42, 21]. These researchers
found that memory of location (within-page) and memory of content were correlated. There is not
a strong indication that memory of within-document location and content are related. Location
seems to be a stronger cue for content than content as a cue for location.

1.3 Hypertext Structure and Navigation

Studies of users working with hypertext have shown that they easily become lost in the document
(25, 26, 27, 28, 29, 30, 31, 32, 33]. Navigation behavior in a hypertext system can be classified as
rambling, touring, or orienteering [12]. Rambling involves loosely directed movement, touring is
a system-controlled path through the hypertext, and orienteering involves the use of maps to get
from one place to the next.

An investigation by Hendry demonstrated that subjects who were given a tour (based on
other users’ behavior) through a hypertext document achieved comprehension levels nearly equal
to subjects who chose their own path [15, 16, 17, 18, 19, 20]. This shows that the acquisition of
content by navigation alone can be simulated by touring,.

1.4 Auditory Perception

Understanding the manner in which auditory information is processed is critical when designing
an interface which makes use of audio. Listeners can differentiate between many dimensions of
sound: pitch, volume, spatial location, duration, timbre, attack, and timing 1,2, 3, 4, 5]. The
greater the difference between two messages along one dimension (i.e., intensity, pitch, etc.) or
the greater the number of dimensions along which two messages differ, the more discriminable
those two messages will be. There is little evidence regarding the degree to which one dimension
may be more important than another [39, 40].

Although cues are heard individually, information obtained in processing one cue may assist in
processing another cue. Deutsch observed that subjects performed significantly better in recalling
tonal sequences that contained a hierarchical structure [10]. The subjects were able to take
advantage of the structure when building their own model of the tonal information.

2 Method

2.1 Subjects

Twenty-seven volunteers (22 male and five female) from the University of Guelph participated in
this experiment. All the subjects were comfortable using a computer with a mouse.

2.2 Design

A within-subjects counterbalanced design was used, in which there were three conditions: SVC
(sound, visual, combination), VCS (visual, combination, sound), and CSV (combination, sound,
visual). The condition determined the order in which the subject would encounter the different
documents and cue types. There were nine subjects assigned to each of the three conditions.
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Figure 1: Pictorial representation of an auditory cue for chapter 2.4

2.3 Materials

The documents were presented on an Apple Macintosh IIsi computer, using three HyperCard
documents having structures that were isomorphic to each other. One document explained the
workings of a camera, one of these dealt with automobile maintenance, and the other was about
microwave cooking and operation. The three documents were disguised slightly from each other
to prevent subjects from recognizing the isomorphic document structure as the experiment pro-
gressed. The Flesch Reading Ease scores for the camera, microwave, and automobile documents
were, respectively, 57.4, 59.5, and 62.0.

Based on user browsing behavior in hypertext a path was chosen through each documents [15].
Since the documents were structurally isomorphic, the path was the same for all three documents.
The 11 section path included behavior such as jumps to related material, linear reading, and
rejection of unwanted subject matter. As each new section was opened, a cue would indicate the
subject’s location within the document. The cues were auditory, visual, or a combination.

The sound cues consisted of two sequences of tones. The number of tones in the first sequence
indicated the number of chapters, with a pause after the current chapter. The number of tones
in the second sequence indicated the number of subsections in the current chapter, with a pause
after the current subsection (see Figure 1 for an example). Each note was an eighth note, with
the pause being a quarter note, and the break between each sequence being a whole note. The
first sequence began at middle C. The second sequence started one octave above the note that
preceded the pause in the first sequence. The first sequence started at middle C and played a scale
containing the appropriate number of notes. The second sequence was also a scale, but would not
necessarily be a major scale, since the first note was determined by where the pause was located
in the first sequence.

The visual cues used boxes to represent the chapters. As the section was opened, the map
would be shown. The entire chapter and subsection would be highlighted in gray. After a pause
the box for the current chapter would change to black. After another pause the box for the
subsection was changed to white and the current subsection was changed to black. The map then
remained visible for about 80 milliseconds.

The combination cue had the visual information synchronized with the auditory tones.

We used three sets of 11 isomorphic questions. Each set consisted of three content questions
(e.g., What is a method for doing X ?), five navigation questions (e.g., How many more subsections
remain in the current chapter?) and three content-navigation questions (e.g., Where would you
look for information about X7). After reading each section the user would be given a multiple-
choice question. After responding, the user would be moved to the next section along the browsing
path.
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Cue Type n | Mean | Std. Dev.
Visual 27 | .650 176
Combination | 27 | .663 144
Sound 27| .539 192

Table 1: Means showing effect of cue type on correctness.

Replay Tactic n | Mean | Std. Dev.
Never recalled any sounds | 39 | .562 184
Sometimes recalled sounds | 42 | .669 .159

Table 2: Means showing effect of recall tactic on correctness.

2.4 Measures

We recorded the time to read each section, the time to answer each question, and the answer to
the question. Subjects were debriefed about their preferences, strategies, and background.

2.5 Procedure

Subjects were given an overview of the experiment. Each subject was trained with the visual cues
and the auditory cues until they were comfortable with the cues. Then they were given secondary
instructions to provide context for the task. Subjects worked through each document in turn,
answering questions after finishing each screen. After the final session the experimenter debriefed
the subjects.

3 Results

3.1 Correctness

A repeated measures ANOVA was performed showing that cue type had a significant effect on
correctness (F3,48 = 6.69,p < .005). Group means were analyzed using a predetermined contrast
of means test which revealed no significant difference between the visual and combination con-
ditions (F%,48 = 0.13, ns), but a significant effect between both the visual and sound (Fj, 48 =
8.84,p < .005) and between the combination and sound conditions (F,48 = 11.10,p < .005).
The mean correctness and standard deviations are show in Table 1.

The subjects were grouped based on whether or not they indicated during the debriefing that
they recalled the sound cue or the sound portion of the combination cue after it had finished
playing (referred to as replay tactic). A repeated measures ANOVA indicated that this replay
tactic had a significant effect on correctness (F123 = 8.25,p < .01). The mean correctness and
standard deviations are show in Table 2.

3.2 Reading Speed

A repeated measures ANOVA indicated that cue type had a significant effect on reading speed
(F2,48 = 5.90, p < .01). Group means were analyzed using a predetermined contrast of means test
which revealed no significant difference between the sound and combination conditions (Fj, 48 =
0.53, ns), but a significant difference between visual and combination (Fb,48 = 6.47,p < .05)
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Cue Type n | Mean | Std. Dev.
Visual 27 | 206.54 70.53
Combination | 27 | 190.30 66.47
Sound 27 | 185.65 68.32

Table 3: Means Showing effect of cue type on reading speed in words per minute.

Cue Type n | Mean | Std. Dev.
Visual 27 | 8.70 2.58
Combination | 27 1 9.50 2.57
Sound 27 | 10.91 4.16

Table 4: Means showing effect of cue type on response time in seconds.

and between visual and sound (F3,48 = 10.71,p < .005). The mean correctness and standard
deviations are show in Table 3.

3.3 Response Time

The time taken for the subject to respond to each question was averaged, and a repeated measures

ANOVA was performed. Cue type had a significant effect on response time (Foas = 21.41,p <
.005).

4 Discussion

4.1 Summary of Results

The results indicate that sound cues alone were not sufficient to provide navigational information
at the same level as visual or combination cues. The presence of sound cues demanded more effort
from the user. The slower reading speeds accompanying sound and combination cues, and the
slower response times for the same cues, indicate that more time and presumably more effort was
required. This is consistent with previous research. The presence of sound in the combination
cue did not affect correctness, but more effort was required to achieve the same correctness as in
the visual condition.

4.2 Interpretation of Results

Since correctness results were not different between the combination and visual conditions, it
appears that the presence of sound has no effect upon the use of the visual information. The
results for reading speed and response time belie this, however. The times for the combination
condition were longer than for the visual condition, indicating that sound distracted the user. This
is confirmed by subject comments indicating that the combination cue divided their attention as
they tried to follow both cues at once. Other users indicated that they had to put in more
effort with the combination cue by verifying the sound cue against the visual cue. Many subjects
reported that they ignored the audio portion of the combination cue. It seems possible that
actively ignoring the sound required some effort, which explains the slower reading time in the
combination condition.

A deeper examination that takes into account user tactics reveals that users who reported
that they recalled sounds did much better in the sound condition, but not in the combination
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condition. This confirms that the combination condition did not benefit from the presence of
sound, and again many of the subjects ignored the sound in that condition.

"The usefulness of sound depends on both the design of the sound and the task involved. Some
subjects reported that the sounds were too fast to count and that they were unable to decode
them. Yet in the training sessions the subjects became proficient at using the cue. When placed
in the task context, remembering the cue, or decoding the cue and remembering its meaning may
be overloading the subjects’ processing capacity. Other research demonstrated that a combination
cue was better than either an auditory or visual cue [6, 7, 8, 9], or that auditory only cues were
better than visual or combined [11]. The task in that study was quite different.

4.3 Implications

Designers who wish to add auditory information to their interface should think carefully before
doing so. The results for the combination condition show that the inclusion of sound can increase
the mental workload and slow down the user. Sound should not be dismissed as useless, however.
Some subjects reported that having the sound cue was useful.

Subjects reported using two different tactics to make use of the different cue types. This
suggests that certain behaviors (if properly encouraged) would enable users to make much better
use of the auditory information. Some subjects found the combination cue confusing while others
found the redundant information useful. The strategies employed affected the subjects’ ability to
make use of the different types of cues.

Conclusions

We chose not to use more sophisticated sound hardware because we felt that it was important to
investigate sound using generally available and inexpensive equipment.

The sound cues used in this study were not as effective as the visual cues, while the combi-
nation of sound and visual was as effective but required more effort to achieve the same level of
performance. This research shows the need for more work to identify the different types of user
strategies and tactics, and how they might be encouraged. Sound cues that were designed to take
advantage of those tactics could be a useful supplement to visual cues and even a replacement for
visual cues.

There is still great potential for nonspeech audio at the interface. The results here show a
limitation of the methodological approach and the design of the cues themselves. Further research
can overcome those shortcomings and determine ways in which sound can be of benefit.

"This work shows that there are limits to what sound can do in an interface, and that a better
understanding of these limits is needed so that guidelines can be created for designers who wish
to take advantage of what sound can do.
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