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Abstract

This article introduces ad-hosynthesis, anapproach to designingqauditory icons and synthesis
algorithms that emphasizes the perception of the sounds by users instead of the analysis of actual sources
and sound. We describe twobstractive synthesis algorithnfer generatingand controlling wind and

wave sounds in real-time by means bigh-level parametersEven though these soundse not
audiorealistic, they convey information in a non-intrusive way and therefersuitable formonitoring
backgroundactivities. These sounds capture the méaiwvariants ofthe sounds they imitategnabling

users to recognizand understanthem easily. We then push the approdatther by showing how an

auditory illusion, i.e. a sound that does not exist in réred world, can beised toconvey thenotion of

speed in a natural and non-intrusive way.

1 Introduction

Sound can be used in user interfaces for several kinds of information. For examplegasobedused tprovide
immediatefeedback ofthe users’ actions.g. clicking a button, to inform the users of the stateavhputer
processes, e.g. mail arrival, or to help users’ awareness of each other in a cooperative environmenivgtk The
presented in this article addresses the use of soumddioitoring backgroundactivities [6], i.e. to help users to
be aware of and recognize the current state and the state changes of appliEatices orother users. Sound is
an adequate medium for such monitoring for two main reagarsd, wecan focusour attention on garticular
soundand be aware o$everalother soundssimultaneously.Second, continuous soundsin fade into the
background when we do not attend to them and come téotbgroundwhen theychange or when weecide to
listen to them. Continuous notification of tlarrentstate of a process allows preventionogposed tocure:
when a sound changes, it may be a harbinger of an impeisding that wecan addresefore it happens. For
example, knowing that the printer is about to run oupager when wetart a print job is more usefthan
being notifiedthat the tray is empty when the job is about to be priritevever using continuoussounds
presents the obvious problem of informatimrerload. Thereforghe challenge for arinterface designer is to
provide continuous information with sounds without disturbing the user.

We have experimented with wind and wave sounds for monitoring continuous activities réaltirld,
the sound of the wind makes us aware that it might rain, and the soundwéuestells uswhether we can go
swimming or surfing. We are used to these sounds because they are the manifestation of natural elements, and we
can pick-up the information they convey instantly. Finally, sounds of natural eleavetdss likely todisturb
the user if they are played at a low level.

In order toaddenvironmental sounds to an interface, eeelld haveused sampledounds.However we
wanted to control the sounds in real-timeith high-level parameters, so weecided todesign synthesis
algorithms that produce sounds perceptually similar to those of the real everitmin@éat simple algorithms
could be used to generatenvincing and informative soundsBased onthis perceptual approach, we also
experimented with auditory illusions and used Sheppard-Risset tones [17] to convey the notion of speed.

In the next section we present the two main trends in the design of synthesis algorithms. In the following
section we explain why neither of them is really suitable for environmental sounds. We then argue that a more
abstract approach can help in designing perceptually meaningful auditory icons. In the last two sections, we
describe the algorithms for synthesizing wind and wave sounds and the Sheppard-Risset tones, and sample
applications that use them.
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2 Related work

There is a large body of work on sound analysis and synthesis in the musical domain. The goal of scientists and
musicians is to exactly reproduce the sound of an instrument. We can distinguish two main approaches: synthesis
based orsourceanalysis and synthesis basedsonndanalysis.

Source analysis consists wfiderstandinghe physics of thesourceand stimulation inorder todesign a
physical model that reproduces their behaviour. This type of analysis usually results in complex algorithms that
cannot synthesize the sounds in real-time on most machines [18].

Sound analysis consists oécording instrumentsand compute their spectrogram. By varying the
parameters of the performance, the anatgstgain anunderstanding ofhe relationshipdetweenthe spectrum
and the performance. Usually a short-window fast Fourier transform (FFT) is usedtiihe spectrogram. The
resulting set of coefficients can be manipulated and transformed back to samples with an inverse FFT [8].

The sourceandsound analysis modetgenot exclusive. Usually onapproach is used tomprove the
model built with the other, e.g. checking the spectrum of a physical model under various conditaidsit® it
or understandingome of the physics tdiscoverrelationshipshetweenfrequencypatterns. These methods are
particularly suitable for musically interesting sounBesearchergnow which physical parameters make an
instrument sound differently, and their task is to discbesr theseparameters affedhe sound. Moreover, they
have full control over the sources and sounds they study, e.g. the sound of a violin playing a @antitular
gesture. The situation is quite different with non-musical sounds, as we will see below.

In the auditory display domairresearchersise bothtrends tosynthesizeeverydaysounds. For example,
Van Den Doel and Pai analyze the influence of the shape of an object to synthesize impact souMitsef20].
and Caudell [14] use a sound analysis approach based on a wavelet transform instda@TofTéueir goal is to
create realistic sounds to beluded invirtual reality systems. By manipulating teeefficients ofthe wavelet
transform to shift frequencies, they were able to give the sensation of varyirap@steeam of motoand river
sounds.

Gaver [10] uses a mix of these methods to design impact and scrape $tawetsargueshat in order to
understand a sound, one must analyze the source as well. This results in a better understanding of the relationship
betweenthe spectrogranand the sourceand helps in developing a bettealgorithm in an iterative process.
Moreover, the design of the algorithm helps understand the physics of the sound.

3 An alternative for auditory icon design

Source and sound analysis have some drawbacks when applied to natural sounds. We propose to use an ad-
hoc approach, more suitable for this kind of sounds.

3.1 Problems with source and sound analysis

Source and sound analysis only work when the various dimensions sdutmeandthe soundcan beexplored
systematically. For example, a collection of impact souwals beanalyzed byvarying the size, shape and
material of the object. It is difficult to analyze complex sour@asinteractions likewind andwaves,because it

is very difficult to collect arorganizedset of sounds. Moreover, the physics of these sounds is probably too
complex to help design efficient synthesis algorithms. Similarly, sound analysis is difécaltse it isalmost
impossible to reproduce the sounds under controlled conditions. iaevaset of sounds for one type of event,
varying step by step along ifserceptualdimensions, a sound analysisuld help extractthe relationships
between perceptual dimensions and FFT coefficients.

Unlike impact sounds, which resemble each other so much theamamost talk about "theSound of
an impact, it is impossible to choose etample of "the" sound of theind or "the" sound of wavesMany
different sounds can be recognized as wind or waves and fronseeitlsound wean extracthe strength of the
wind or the size of the waves. When people imitate the sound of a wave, they make a sound based on their idea of
the sound. Such imitatiorare effective becaugsbey capturethe perceptually significant aspects of the sound.
Therefore,since we want to convey thetion of wind strengthratherthan thesoundof the wind itself, it is
more useful toanalyzethe way peopleperceive a wind sounthan to analyzethe sound or thesources
themselves.

Ballas conducted experiments about the recognition of short auditory icons [2], arguitigetbate two
types of cognitive expectancy: expectancy about a source for a particular sound, and expectancy about a sound for
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a particular source. The experiments showed that listeners are better at recognizing a sound when it matches their
mental model of that sound. In other words, one will recognize (associate a cause to) a soundtiistseuifid
resembles (has the same invariants as) the sound he expectprinteztwith the cause. For aauditory icon

designer, this results in a shift in what to analyze in a sound. The designer should focus on the specificities of the
sound and reproduce them, or even emphasize them.

Gaver [10] took this approach to design a mackimend. He pointedut thatsourceanalysis is useless
because the complexity of a machine does not allow us to understand its underlying physics. Thus, he listed a set
of "high-level perceptual characteristics" frch a soundand designed aalgorithm controllable alonghese
dimensions. For example, a mechanism is usually cyclic, thus it shmgddce acyclic sound.Gaver used a
frequency modulation (FM) algorithm, which produces a cartoon-like sound. Gaver’s impact sounds were designed
by a sourceandsound analysis whickesulted in "audiorealisticsounds. In contrast, the FM algorithm that
generateshe machine soundaptureshe features ofwhat we perceive as amachine soundut it cannot be
associatedvith a real source. The important point is that the usems recognizeéhe soundand pick-up the
information it conveys. Since ware addressingnteraction with a computer systemnd not realistic
environments, quality is not as important as meaning.

3.2 Ad-hoc synthesis

Synthesis algorithm&ased onsourceand sound analysisim at defining a modelthat produces asmany

invariants [6, 12, 13] of thesound aspossible, hoping that humans witlerceivethem and extract the
information they convey. Gaver's machine sound algorithm on the b#imer is based othe invariants that we
perceive the most and that we use to describe sounds verbally or timétiate Soundand sourceanalysisprove

difficult andsometimes useless to synthesize sounds dhtah perceptuallymportant invariants. Irorder to

design such sounds, we have investigated what we call "ad-hoc synthesis".

Ad-hoc synthesis wagleveloped bythe pioneers irelectronicmusic [19]. The most well-known is
substractive synthesigge. shaping avaveformwith dynamicfilters. FM synthesis [S]used by Gavefor the
machine sound is another exampl¢ith these algorithms musiciarabandonedhe idea of reproducing exact
acoustic sounds, and yet, many sounds are perceptually recognizable even though they have an electronic "touch".
Moreover, with today’s computer, they are computable and controllable in real-time. We belielesitpagrs of
auditoryicons should investigate thesechniques evethough musiciandailed at reproducing audiorealistic
sounds withthem. Unlike musicians, ware not interested in sound$at havethe spectrograms of thactual
events, but in sounds that have the invariants of the actual events.

4  Synthesizing wind and waves

In order to create a sound with ad-hoc synthesis, the designer must answer the following two questions:

* How a sound is better related to an event than another?
« Which attributes do we want listeners to pick up?

In other words, thelesignemust find the invariants that allow listeners tecognize asound,and the
invariants that convey information. The two satsnot necessarildisjoint. For example, wean recognize a
machine sound because it is cyclic and the frequency of the cycle informs us of the speed of the machine.

In this section, we firstlescribeinvariants of the sounds afind and wave and the algorithms that
synthesize and control them in real-time.

4.1 Wind and wave auditory icons

Wind is associated with a blowing sound glidingama down continuously,according to a ratthat depends on
its strength A wave sound ressembles a "shhh" evolving awee in both amplitudendbrightness. Itcan be
divided into three parts: the wave breaks (high volume), it rumbles (lower volume, low pitch) wedithies the
beach (morenoiseandhigher pitch). High-leveparameters for a wave souade the size which controls the
duration and overall amplitude of the sound, shapewhich describes whethaghe wave spreads widely on the
beach or breaks onto itselindthe beach which describeghe type ofbeachonto which thewave breaks,e.g.
sand or rocks.

We can imitate both sounds with algorithms based on dynamic filtering of a white noise. The filter is an
lIR (infinite impulse response) filter, whose magffect is toemphasize @et offrequencieslts parameters are
the center frequency it emphasizes and the bandwitdth of the main lobe. An equation for such a filter is [15]:

y(n) = Gx(n) - Rx(n-2)] + b YD +b o y(n-2) )
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where

R=e(- mB/S)

G=1-R

b, =2Rcos(2 T1f ./S)

b,=-R ?

x(n-t) represents an input sample delayed bysamples

y(n-t) represents an output sample delayed bysamples

B is the bandwith of the filter, F its center frequency and S the sampling rate.

To create a time-varying filter, we onheed torecompute thgarameters of eq.1 when B or F changes.
Both B and F change according to multi-segments time envelopes controlled by high-level attriteessizsl
in the following sections.

4.2 Synthesizing the wind sound

For the wind sound, we chose to vamly the center frequency. Athe frequencyfollows a segment, itnakes
the sound gliding up if the segmentiupward anddown if the segment islownward. The strengthparameter
controls the length of each segment, as well agahge ofits endpoints. Thegreaterthe strength, thehorter
the segments, and the higher the ordinates of the end points (Fig 1).

frequency
low
strtlangth Agh
strength
time

Figure 1: change in filter frequency over time

wind strength = 1 wind strength = 100

Min duration 2s 0.2s
Max duration 3s 05s
Min frequency 100 Hz 700 Hz
Max frequency 200 Hz 900 Hz

Table 1: value domains for the wind sound.

The values given in table 1 give the most realistic results. Min and max duration correspond to the length
of a segment. For example, forvand of strength 1, theduration ofthe next segment should Ilselected
randomly in the range 2 to 3 seconBer avery strongwind (strength = 100), thduration should b&etween
0.2 and 0.3 seconds. For an intermediate wind, linear interpolation can be used. The pseudo-code to compute wind
samples is in the appendix.

4.3 Synthesizing the wave sound

The algorithm for synthesizing the wave sound is similar to that odvite sound,exceptthat moreenvelopes
are involved: a five-segment envelope for the volume, and two four-segment envelopeshéordiligithand the
center frequency of the filter (Fig 2). The y ax&presents a percentagetbé length of the soundntermediate
valuesareinterpolatedlinearly betweenthe coordinates othe control points. The salue in thebandwitdh
envelope depends linearly on the shape of the wave, with a range of 600 to 80Qfeai¢ress, thewider the
wave seems to break. The beach parameter acts as a gate, retainimglahe/alue definingthe noise for few
samples. It makes theoundnoisy, as if thewave breaks orrocks instead of sand’he pseudo-coddor the
generation of wave sound is in the appendix.
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Both the wind and wave sounds have bmeorporated inthe ENOaudioserver [4]. By using diltered
noise, slow attackand randomvalues, weavoid high-pitchedhigh-volumerecurrentsounds, making them
suitable for continuous play at low volume without annoyance.

4.4 Applications

So far, we have described how to create auditory icons based on the perception of a sound rather than the physical
characteristics othe sound. Ouapproachaddresseshe issues of recognizing theound and extracting the
parameters of the cause. When a designer wants to incorporate aiegit@ryn aninterface, hemust adress the

issue of mappings: the mapping of the cause of the sound to a system artifact, and the mapppayarhéters

of the cause of the sound to the parameters of the artifact.
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Figure 2: Envelopes for the wave sound

In the Sonic Finder [11]Gaveruses an iconic mapping for tiserapeandimpact sounds, whickhould
not requireany learning from the userg/henusing genre sounds taonitor file sharing activity, Cohen [7]
uses a metaphorical mapping. Similarly, Mynatt, Bao#Want [16] usebeachsounds to monitor the amount
of email. These metaphorical mappings require a learning phase from the user, but experiments showed that when
explained, the mappings were well remembered by the users.

Wind and wave sounds correspond to natural phenothem@ave noobvious mapping with computing
concepts, unlike, e.g., folders in the desktop metaphor. In order to take advantage of the users' knowledge of these
sounds, theorocessebeing monitoredvith these sounds shouliave a behaviothat matches as closely as
possible that of the natural events. Since the natural phenomena seelye using thessounds to reflect a
fast-changing activity would confuse the user. Furthermore, perceiving a perturbation in the envistomlent
lead the user to infer that something is going wrong. Thus, usingititesound tomonitor a network flow is
inappropriate, since a strong wind would mean a high throughput, which means that the nepedidsrising
well. Instead, the strength of the wind should be bound for example to the number of lost packets.

Our currentapplication for these sounds is a procesmitor for a network of workstations. We are
experimenting with various mappings for the sounds and their parameters. The main idea is that gteostlind
be noticed when something goes wrong, evgrioadechetwork or workstation, brokemardware This requires
the use of additional sounds for events (as opposed to continuous processes) and a spatial layout of the sounds to
help monitor several of them at once.sécondapplication is the monitoring of printing jobParameters like
place in the job queue, amount of paper, ate.mapped to wavearameters, enabling the users toalare of
the state of the process.

While the two application@boveinvolve metaphoricamappings, wecould use iconic mapping for
activities thatdepend onweatherconditions, e.g. AifTraffic Control or areal-time surf-oriented weather report
system.

5 Perceiving high-level attributes in abstract sounds

Since we are more interestedthre users’ perception of the sound than gband’s physical characteristics, we
canusead-hocsynthesis tadefineauditoryicons thatare based osounds that doot exist in thereal world.
Whenmonitoring an activity it is often important to know how fast it is progressimgrefore itwould be
useful to have a sound that naturally conveys the notion of speed. Sheppard-Risset tdmese [pi@ciselyhis
characteristic: like M.C. Escher’s infinite staircase, they perceived agoing upward or downwardorever. In
addition the speed of the upward or downward motion can be changed, and the sound can be made «steady».
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We havedesigned arauditoryicon that usesSheppard-Risset tones [d}s parameters aréhe motion
direction, themotion speedandits averagepitch. Varying the pitclparametegives the impression of a size,
though there is noeal source fosuch a sound. In the same way, the mo#tadits speed parametérave no
counterparts in the real-world, and yet we are able to associate them to the notion of « motion », « speed » and
« size » for the first parameter. These sounds are abstract, because there is no sources in the actual world that can
produce them, but we can associate high-level parameters with them, as if they catch invariaetd Soonds.
This fact shows that soundseednot be natural, as long as thegnvey useful information through easily
recognizable parameters.

5.1 Synthesizing the motion sound

Sheppard-Risset tones are made of a set of partials whose amplibaisnded by @ell-shaped curvéFig 3).
Over time, thefrequency of eachpartial is shiftedupward,while its amplitude isadjusted tdfit the bell curve.
New partials enter the lower end of the bell curve while partials reaching the other enctuwiveheisappear. As
a result, the overafrequency ofthe sound isconstant, but iperceived agoing up continuouslyDescending
sounds are created similarly by shifting the partials downward.

Amp.

A

partial

>
> | g Shift Log(Freq.)

Bandwidth

Figure 3: a semi-logarithmic plot of the spectrum of a Sheppard-Risset tone. Over time,
the partials' frequencies are shifted upwards.

Sheppard-Risset tones are controlled by 4 parameters :

» Base frequency: the center frequency of the bell curve;
« Bandwidth: the ratio between the highest and lowest frequencies of the envelope curve;

* Speedthe relativeshift in frequencyper unit of time. Thesound is steadwhen thespeed iszero, it
moves upward when the speed is positive and downward when the speed is negative;

e Density: the ratidoetweenthe frequencies ofsuccessive partialdzor a givenbandwidth,the density
determines the number of partials.

We determined empirically the bounds of fre@ameters necessary maintain theauditoryillusion. Six
partials and a density aroudd? give satisfying resultdviore partials actually make the souncher andmore
intrusive. With these values, the optimal bandwidth is defined by a ratio of 3 ([dctdze). We alsdound that
the bellcurve can be approximatedth a triangleenvelopewith no perceivableloss in sound quality.This
allows for a more efficient synthesis algorithm.

5.2 Applications

We haveusedthe motionsound to complement thésual display of a progress bar. Progress bars act as a
notification mechanism when the systemersgyaged in dong operation, such as copyindaagefile, and the
progress of the operation (percent-done) is known. The problem with visual progress bars is thegdheybe
looked at to know the progress of the operation. Since the operation is long, the user is ékghg® in other
tasks.

In our system, the speed conveyed by the sound reflects the speed of the progressitore the sound
conveys the instantaneospeed atvhich the operation progressegherthan thecurrent "percent-done'This
way, it is very easy to know when the operation stops progressing: the sound stops movitgchhigsealso
works when thepercent-done isiot known but theate of progressiorcan bemonitored. For exampleyhen
downloading adocument, theNetscapeWorld-Wide Web browser displayshe current throughput of the
connection, even if the size of thdecument isnot known. The throughpuwtan be mapped tthe speed of the
motion soundgiving an accurate and non-intrusiveyxa monitor theprogress of the peration.
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6 Conclusion and future work

Synthesis of auditory icons is usually done using a combination of source and sound analysis. These analyses are
not always possible or meanigfid,g. for environmental sounds. We hairgroduced inthis article ad-hoc
synthesis, ampproactthat emphasizes thgerception of the sounds by usarstead ofthe analysis ofactual
sources and sound. We have described two substraginkesis algorithms fageneratingand controlling wind
and wave sounds in real-time by means of high-level parameters. These sounds capture the main invariants of the
sounds they imitate, enabling users to recognize and understand them easily. We then pagipeckitie further
by looking for an «abstract» sound that conveys the notion of speed. This led us to use an auditory illusion called
Sheppard-Risset tones.

If synthesized soundare to bemeaningful for a large number afsers, we mustnake sure thathey
match the way the users imagine these sounds. Thus, we can wonder whether the idea of atsradahi®ng
a large majority, or in other words whether invariaarts perceive@qually byhumans. This raises thgpiestion
of how peopledescribesounds. Ballas hasonducted relatedxperiments in which listenergere expecting the
sound of a particular event [2Jhus, theexperiment partlymeasuredhe fit between a real sourahd the
invariants listeners were paying attention to. Maybe designers could use the set of sounds listenatedoated
for the expected event as a basis for synthesis algorithms. Arsatlogion could be toask professionnaudio
designers to describeerbally the invariants of a particuler sound,esen to design soundsth real-time and
control constraints in mind (not like movie or tv-show) [1].

We plan to investigate synthesis techniques such as FM or additive synthdsssgto a larger number

of sounds. When we have enough sounds, we will conduct experiments to test and validate their usefulness in real
applications.
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Appendix
Pseudo-code for the wind auditory icon

proc next_time(integer strength) : integer
do

dmin = (0.2 - 2) * strength + 2

dmax = (0.5 - 3) * strength + 3

return dmin + (dmax-dmin) * rand()
end

proc next_freq(integer strength) : integer

do
fmin = (700 - 100) * strength + 100
fmax = (900 - 200) * strength + 200
return fmin + (fmax-fmin) * rand()

end

proc next_sample(integer time): float

do
if(time == ntime) do
ptime = ntime
ntime = next_time(wind_strength)
pfreq = nfreq
nfreq = next_freq(wind_strength)
endif

f = interpolate_frequency(ptime,ntime,pfreq,nfreq)
compute_filter_coef(filter, B, f)
return sample_through_filter(filter, rand())

end
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rand() is a function returning a random value between 0 and luded toselect the values fdrequency

and duration (next_time and next_freq) and to synthesize a white noise (call to sample_through_filter).
pseudo-code for the wave auditory icon

proc get_interpolated_amplitude(time t, time total_time) : float

do
ratio =100 * t/ total_time
if(ratio<0.19)
result = (80-15)/(19) * ratio
elsif(ratio <25)

result = (15-80)/(25-19) * ratio - (15-80)/(25-19) * 19 + 80

return result / 100
end

proc get_interpolated_amplitude(time t, time total_time, int maxshape)

proc get_interpolated_frequency(time t, time total_time)

proc next_wave_sample(time t, time total_time, int max_shape, float rand) : float
do
amp = get_interpolated_amplitude(t, total_time) // return a value between 0 and 1
band = get_interpolated_bandwidth(t, total_time, max_shape)
freq = get_interpolated_frequency(t, total_time)
compute_filter_coef{(filter, band, freq)
return amp * sample_through_filter(filter, rand)
end

proc compute_wave(size, shape, beach )
do
length = 2 + 3 * (size /100) // duration between 2 and 5 sec.
s =600 + 7400 * (shape / 100)
integeri=0
float random_value
while(i <> length)
if (i % beach ==0) // the more is beach, the noiser the sound
random_value = rand()
next_wave_sample(i, length, s, random_value)

end
end
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