The ‘GUIB’ Spatial Auditory Display—Generation of an
Audio-based Interface for Blind Computer Users

Kai Crispien ' Helen Petrie
Institute for Telecommunications Psychology Division
Technical University of Berlin University of Hertfodshire
Einsteinufer 25 Hatfiled Campus, College Lane
D-10587 Berlin, Germany Hatfield AL10 9AB, United Kingdom

Email: crispien@ftsu00.ee.tu-berlin.de

Summary

In order to provide access to graphical-based user interfaces (GUI’s) for blind computer users, a
screen-reader program system is under development which conveys the GUI into auditive and/or
tactile form. The spatial auditory display of the screen-reader program is based on a cost-effective
binaural audio processing system, using head-related transfer function (HRTF) synthesis technol-
ogy. Non-individual HRTF's are used to synthesise virtual spatial acoustic locations. Synthesised
speech and non-verbal audio signals, referred to as ‘auditory icons’ and ‘earcons’, are used to
represent graphical information contents of the GUI display. Both, speech and non-speech audio
components are positioned in virtual 3D acoustic space, in order to aid orientation and navi-
gation for non-visual users. For the presentation of continuous text, such as word-processor or
spreadsheet applications-based documents, a software mechanism was developed which synchro-
nizes text-to-speech synthesiser devices to the spatial processing system. This mechanism also
provides procedures to combine non-verbal audio cues with the synthesised speech output. The
spatial presentation of the auditory display thus can convey information about the spatial layout
of the user interface and text-based applications through direct perception of acoustic locations.
Additionally, spatial audio presentation assists the use of pointing devices (e.g., tactile displays,
mouse) and enables the use of multiple, simultaneously presented auditory information.

In order to optimize the user’s capability to locate objects within the spatial auditory display,
different geometrical projections have been applied to convey the 2D rectangular screen display
into a virtual 3D auditory display and a magnetic head-tracking device has been incorporated to
the binaural processing system.

Different evaluation experiments have been carried out in order to investigate the usefulness
of the system for blind computer users. Evaluations focused on the accuracy of auditory locali-
sation, the use of different auditory objects and the ability to determine multiple, simultaneously
presented auditory information (‘cocktail party effect’) within the auditory display.

The work described here was carried out in the ‘GUIB’ project (‘Textual and Graphical User
Interfaces for Blind People’), an EC funded research project within the ‘TIDE’ program (“Tech-
nology Initiative for Disabled and Elderly People’).
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