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ABSTRACT

This paper describes how SMIL can be extended to support 3D
audio in asimilar fashion than AABIFS does it for MPEG-4. The
SMIL 2D layout is extended with an extra dimension to support a
3D space. New audio elements are positioned in the 3D space,
whilst a listener element defines a listening point. Similarly to
AABIFS perceptual modeling approach, an environment element
describes environmental parameters for audio elements. These
extensions enable interactive 3D audio capabilities in SMIL. In
addition, any XML based rendering language could be extended
with 3D audio capabilities by using asimilar approach.

1. INTRODUCTION

Stereo sound systems have been around for a long time. The
recent technical development is to use additional channels to
enhance the listener's experience. These 5.1-channel home
theaters are supported by the latest DVD players and desktop
computer sound cards. The advantage of added channels is a
more immerse audio world in games and multimedia
presentations. However, some of the recent multimedia standards
have not kept up with thistechnical advancement.

Synchronized Multimedia Integration Language 2.0 (SMIL)
is a new multimedia format for the World Wide Web [1]. It
allows integration of media objects spatially and temporaly. It is
an open standard, targeted to replace proprietary multimedia
standards currently used in the Web. In addition, SMIL has been
adopted as the content description language for the Multimedia
Messaging Service (MMS) used in mobile phones.

Goose et a. [2] have proposed a framework for three
dimensional (3D) audio presentations by extending SMIL. They
describe a complete system architecture to deliver 3D audio into
mobile devices by preprocessing a SMIL presentation on a server
and delivering a resulting stereo audio stream to mobile devices.
However, their approach lacks interactivity and works only for
purely audio-based presentations, disregarding  visua
presentations al together.

MPEG-4 is a comprehensive multimedia standard including
audio and video compression, scene description, multiplexing,
and synchronization [3]. The scene description, called binary
format for scenes (BIFS) is similar to SMIL, and it defines how
MPEG-4 objects are composed together for presentation. MPEG-
4 Advanced AudioBIFS (AABIFS) describes a 3D audio scene
description, taking full advantage of audio spatialization.

XMT-Q, the textua format of MPEG-4, is based on SMIL
2.0. It includes SMIL Animation, Content Control, Media,
Metainformation, Timing and  Synchronization, Time
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Manipulations, and Transition Modules, but also extends SMIL
with its own set of elements. These include means for 3D
spatidization. XMT-Q is only meant to ease the authoring of
MPEG-4 scenes and must be compiled into binary MPEG-4
content before playback. Thus, it is not a presentation language
and cannot be used to play back 3D audio presentations as such
[4].

This paper describes how SMIL can be extended to support
3D audio. The AABIFS scene description is taken as a reference.
First, SMIL and AABIFS are briefly introduced to unvell their
differences. Then, the 3D audio extension for SMIL is described.
After that, the system architecture for the extension is given,
while the last section draws conclusions.

2. BACKGROUND

This section describes the currently available audio related
features in the SMIL 2.0 standard and briefs the 3D audio
featuresin MPEG-4 AABIFS.

2.1. SMIL

One of the main design goas developing SMIL 2.0 was
modularity. The SMIL 2.0 specification defines 10 functional
areas, which are further divided into 45 modules. The modules
define small pieces of functionality, as their names imply: Media
Objects, Basic Layout, Prefetch Control, Basic Linking, and
Spline Animation. The modules are combined to create language
profiles, e.g., the SMIL Host Language profile contains almost
al of the SMIL modules.

SMIL Media Object Modules can include external media
objects in a presentation. The media objects are referenced with a
Uniform Resource Identifier (URI), which is an extension of the
commonly used URL. The SMIL specification does not define
which format the external media files should use. It is up to the
SMIL player to support any media format it desires, however itis
recommended to support at least the following MIME types:
audio/basic, image/png, and image/jpeg. Typicaly, mono or
stereo audio objects are used, but it is possible to reference a 5.1
channdl audio object, too. However, this means that the 3D
position information is saved in the externa object and cannot be
interactively modified with SMIL.

The SMIL Layout Modules define spatia placement with so
called regions. The position of aregion is defined with absolute
coordinates, which describe the top-left and bottom-right corners
in two dimensions. Media objects are then placed in these
regions. Various visua effects can be applied to regions and
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media objects, e.g., animation and transition ¢eS&MIL also
allows an audio object to be assigned to a regimaysing the
region to alter the volume of the audio object. Hwer, SMIL
does not provide audio spatialization or other auefifects, such
as environmental effects or filtering.

2.2. AABIFS

MPEG-4 AudioBIFS defines basic audio nodes for MREG
These are Sound and AudioClip nodes, which defihe t
location, direction, intensity, and a referenceato audio stream.
Others, AudioSource, AudioMix, AudioSwitch, AudioFX
AudioDelay, AudioBuffer, ListeningPoint, and Souridlprovide
streaming, mixing, effects processing, listeninginpo and
interactive playing. The AudioFX node can be useddd sound
filtering effects, expressed in Structured audiotmstra language
(SAOL), which is a digital signal processing langgadefined in
the MPEG-4 standard. The Sound2D node offers atogface a
sound in a 2D plane specifically designed 2D apgiimns in
mind, where a viewing point is assumed to be 1 metgwards
from the center of a 2D plane. Usually, a listerelocated at the
same spot as the viewing point, however it is pblkesto position
it elsewhere using a ListeningPoint node.

The Advanced AudioBIFS nodes add features for wltu
acoustic rendering with either physical or perceptapproach.
The physical approach mimics real physical acosgstizy
simulating sound propagation in a 3D scene madaudfaces. An
AcousticScene node can be used to describe gerencstic
parameters of the scene. These parameters incleddering
region of the sound, late reverberation, and grogpmf acoustic
surfaces. An AcousticMaterial node defines acouptioperties
of surfaces in a 3D scene.

A PerceptualParameters node is used in the perakptu

approach to mimic audio rendering instead of trytogsimulate
physical properties of the scene. This node mamffects the
reverberation properties of sound nodes, dividiegerberation
into four sections: direct sound, directional earflections,
diffuse early reflections, and late reverberatioNso, three
frequency bands can be controlled: low-, mid-, ahiyh-

frequency bands. In addition to these, the modaisitg of a

room response can be controlled, the effect ofadise can be
altered, and parameters to simulate occlusion, eteersound
source is behind a source-obstructing object, earpecified.

A DirectiveSound node is similar to the Sound arau8d2D
node with a better control over directivity of teund source. It
is possible to specify attenuation of the sounddsnction of its
frequency. It also specifies control over soundpagation delay
with speed of sound, while attenuation can furtbercontrolled
with distance factor, and air absorption.

3. ADVANCED AUDIO IN SMIL

SMIL is based on XML, and thus it is extendablenAw module
called Advanced Audio Markup Language (AAML) is ated to
support 3D audio.

Unfortunately, AABIFS nodes converted into XML elents

or XMT-Q elements cannot be used as such, because thegtdo n

take into account SMIL specific layout or timing.h&refore,
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Figure 1.Standard SMIL coordinates extended with
front, depth, and back coordinates.

slightly different elements have been designed glovith an
extension to SMIL layout.

3.1. Extended SMIL Layout

The standard SMIL 2.0 Language only supports 2Drdowate

system designed for two-dimensional presentatiom8D audio,

as the name implies, there is also third dimensidhe SMIL

Layout Modules define a spatial position with leftidth, right,

top, height, and bottom attributes. These are aadnwith a
similar system for third dimension by adding froftack, and
depth attributes, as depicted in Figure 1. The ratsibutes do
not affect the standard SMIL layout or media obgdhey only
affect the 3D audio objects. It must be noted thla¢ new
attributes are specifically designed for this pwspoand most
likely cannot be used as a general solution for @@phics in
SMIL. In a 5.1-channel audio system, the third dim®n is

audible as distance dependent attenuation, andipodietween
front and back loudspeakers.

The proposed new attributes comply with all SMIL yioaut
features. If a depth attribute is also added to catilayout
element to specify the overall depth of a preseatgt then
percentage values (e.g., position at 35% of thesg@méation
depth) can be used instead of absolute values,aaydmissing
values can be resolved (e.g., front value can beutated based
on back and depth values). SMIL Hierarchical Laydiddule
defines hierarchical spatial placement inside regiowith
subregions. In this case, the new attributes aatéd in a similar
fashion as the standard coordinates, i.e., theytrareslated and
clipped by a parent region.

The new attributes can be animated with the SMIL
Animation modules. This allows moving a region ajoa z-axis,
too. The standard SMIL animateMotion element canveno
elements along a two-dimensional path. It is pdsstb create a
similar animation element for 3D paths.

The units used in coordinates are pixels. Theyamaverted
into meters to make audio spatialization meaningfiil the
application requires other metrics, it is possibdescale, rotate,
and translate the coordinates.

As a remark, the described layout extension ismetessary,
if two-dimensional positioning is considered to bdequate. In
most cases, listeners will only be able to recognike x-axis
position due to limitations in sound reproductioysems, e.g.,
stereo systems.
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Figure 2.Audio and listener elements.

3.2. Audio and Listener Elements

The only controllable parameter in the standard BMudio
object is the sound level, which is given in pertzges of the
original sound volume. To support spatial positiogni a new
audio element is created. It places itself in thesigion given by
its region. For realism, the sound attenuates irretation with
distance. The attenuation is controlled by twoihtites. Audio is
played at a given sound level within minimum distan
(minDistance), while it is not played at all outsidnaximum
distance (maxDistance). The sound level changesugldy
between these two distances, as shown in Figur&eherally,
media objects in a SMIL presentation do not havg anentation
compared to objects in BIFS scenes, and thus aaobjects are
represented without orientation. Ambient sounds chae
produced by setting the minimum distance valueh® s$ize of a
presentation.

Now, as audio elements have a position, there baket a
listening point. For this, a listener element ifided in the head
section of the document. By default, the listerepbsitioned in
the middle of the window, a short distance backvgaficom it,
oriented along the z-axis, as depicted in Figuréc2mimic the
position of a real user behind a screen. Thus, @odljects on the
left side of the screen will be heard from the Isiitle, while audio
objects on the right are heard from right. It isgsthle to modify
the default position of a listener with the lefipd, and front
attributes associated with the listener element.

In addition to the previously mentioned attributésis also

1: <smil xmIns="http://www.w3.0rg/2001/SMIL20/Langu

2. xmins:aa="http://www.x-smiles.org/2002/aa
3. <head>

4: <aa:environment environment="bathroom” de
5: <aa:listener left="200" top="300" front="

6: <layout>

7 <region id="pic” left="10" top="20" wi

8: height="200" aa:front="10" aa:

9: </layout>

10: </head><body><par>

11: <img id="i" region="pic” src="hello.gi

12: <aa:audio3d region="pic” src="music.wa
13: <animate targetElement="pic” attribute
14: from="10" to="400" begin="i.c

15: </par></body>

16: </smil>

possible to enable Doppler shift effects. Thenaif audio or
listener is moved, its velocity will affect the ph of the sound.
The distance attenuation between minimum and maximu
distances and Doppler shift effect can be increasedecreased
with distanceFactor and dopplerFactor attributelierfng these
will sometimes create more pleasant effects.

3.3. Audio Environment

The audio environment can be modeled with percdptua
parameters, defined in the head part of the SMIcuwoent with

an environment element. The parameters that candwtfied are
similar to those in the EAX 2.0 API [5] because dfie

implementation, cf. Section 4. One of the 25 presatironments
(e.g., generic, bathroom, cave, concert hall, andeswater) can
be selected with a preset attribute, while the téghe attributes
can be used to override the preset parameters, @gayTime,
reflectionsDelay, reverbDelay, and airAbsorption).

3.4. Example

The example in Figure 3 shows how AAML is used iM&.
The second line defines the namespace prefix folVAA All
AAML elements and attributes are prefixed with thpsefix to
distinguish them from SMIL elements. Line 4 defindsat a
bathroom environment with overridden decay timeised as the
environment. Line 5 describes the position of aeliger. The
region element in line 7 is extended with a thirntnénsion. The
same region will be used to position an image amdaadio
object. An image in line 11 is rendered in the @gi Audio will
be played in line 12, in the position given by thegion. The
animation element in line 13 will move the imagedasudio from
left to right, when the image is clicked.

4. |IMPLEMENTATION

This section describes an overall architecture doclient-side
SMIL player with an AAML extension.

4.1. The SMIL Player

The proposed new audio module was added to a SNHiqr [6]
developed for the X-Smiles browser [7]. The X-Srsilerowser

age”
mi>

cayTime="5.0"/>
30"/~

dth="100"
depth="10"/>

f" dur="60s">
Vv'[>

Name="left”
lick” dur="10s"/>

Figure 3.Example SMIL with 3D audio.
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Figure 4.0Overall Architecture.

allows adding new markup languages and linking thtenthe
existing languages. This extendibility made it etspdd the new
AAML module.

4.2. Rendering Architecture

The audio rendering architecture is similar to teaggested by
Trivi et al. [8], as shown in Figure 4. The SMIL doment
contains position information for audio and listerelements,
environment data, and URI references to audio filBsese are
read in by the browser, which forwards all but stard SMIL
timing information to the AAML module. The AAML madle
renders audio and listener objects through Micrtsof
DirectSound API, while environmental effects ardi@wed with
Creative’'s EAX 2.0 API [5]. The timing for all thiss given by
the SMIL player.

The browser, SMIL player, and AAML module are
implemented in Java, while DirectSound and EAX ABts only
accessible in low-level languages, such as C++.rdfoee, Java
Native Interface (JINI) is used in Java to accegsiexre of C++
code, which then calls the APIs.

The implemented AAML module recognizes run-time
changes in the attributes of AAML elements, i.enjraation of
coordinates or changes in environmental parametars
recognized. The implementation samples these ata# every
50 ms and forwards changes to the DirectSound af¥ BEPIs
through the JNI interface. The Hardware Abstractiayer then
alters its audio output accordingly.

A possible alternative rendering approach of thepmsed
extension is similar to the one Goose et al. [2gdisA SMIL
presentation is preprocessed on a server by respluming and
synchronization of media elements, which are théreghinto a
stereo audio stream. The stream is then delivemed fclient,
which can play it out with a standard audio play&f. course,
interactivity is then compromised.

5. CONCLUSIONS

The current SMIL 2.0 standard supports only simpledio

output without any spatial control. The MPEG-4 AAES takes a
more comprehensive approach, describing spatializesiactive

audio objects with effects, such as room acoustics.

A new XML based language for 3D audio was extended
the SMIL language. The new language allows spaitaitioning
of audio objects in three dimensions. Also, a listeg point can
be positioned in the same space. Perceptual envieom
acoustics can be altered to mimic real world aciogst

The new language can also be used with any othedered
XML language, such as XHTML or SVG. Their layoutrcée
extended using the proposed approach, if two-dinosrzd
positioning is not adequate. The other proposedelds can be
used as such without any complications.

In the future, better control over directivity ofsmund source
could be provided. Also, the elements and attrisuteuld be
made more similar to those in AABIFS for interoptipdity.
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