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ABSTRACT

Hospitals are overwhelmingly filled with sounds produced by
alarms and patient monitoring devices. Consequently, these
sounds create a fatiguing and stressful environment for both pa-
tients and clinicians. As an attempt to attenuate the auditory sen-
sory overload, we propose the use of a multimodal alarm system in
operating rooms and intensive care units. Specifically, the system
would utilize multisensory integration of the haptic and auditory
channels. We hypothesize that combining these two channels in a
synchronized fashion, the auditory threshold of perception of par-
ticipants will be lowered, thus allowing for an overall reduction of
volume in hospitals. The results obtained from pilot testing sup-
port this hypothesis. We conclude that further investigation of this
method can prove useful in reducing the sound exposure level in
hospitals as well as personalizing the perception and type of the
alarm for clinicians.

1. INTRODUCTION

The operating room (OR) and intensive care unit (ICU) are noisy
environments, exacerbated by frequent auditory alarms. As an ex-
ample, the average sound level of patient rooms in three Veter-
ans Affairs facilities were measured at 51 dB(A) [1], whereas the
World Health Organization (WHO) recommends sound levels 15-
20 dB(A) lower to avoid negative impact on patients and staff, such
as sleep deprivation and alarm fatigue.

The high incidence of alarms in the ICU and OR command at-
tention, raise stress, and are often irrelevant to the responsibilities
of individual clinicians. In multi-bed care areas in hospitals, one
can count more than 30 different alarm sounds [2]. The increasing
number of alarms in hospitals cause problems because of the lack
of clinical information provided by their interfaces and the stress-
ful environment caused by their overall volume. Although nurses
and doctors rely on patient-monitoring devices for diagnosis and
treatment, a high number of these devices increase the rate of false
alarms by not reflecting a medically urgent condition. This, in turn,
may lead to error-prone situations.
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Additionally, loudness of the alarms can cause “alarm fa-
tigue”, which is a phenomenon of diminished response due to de-
sensitization of the practitioners [3]. This problem is exacerbated
by the fact that free-field audible alarms are not informative, non-
localizable, and presented to everyone in the room. When the fa-
tigue is severe, it can increase clinician error, potentially leading
to adverse patient outcomes.

To cope with these problems, we are interested in the possibil-
ity of leveraging multimodality to improve the information transfer
capacity of alarms. Through this approach to alarm management,
we anticipate a reduction in overall sound exposure level in the
clinical environment and decreased distractions, as well as a pos-
sibility of implementing personalized alarms.

An extensive volume of previous literature has described the
effects of multisensory integration, in particular involving the au-
ditory and visual modalities. These include evidence for both com-
plementary and inhibitory effects of the combination [4]. How-
ever, visual attention is directional, and in the case of a clinical
environment, one cannot assume that a visual signal would be at-
tended to by the health-care provider. In contrast, haptic feedback
can be provided anywhere, any time, irrespective of current activ-
ity, and offers the additional benefit that it can be delivered selec-
tively to the clinician(s) for whom it is relevant.

To investigate the possibility of leveraging the audio-haptic
modality in this manner, we conducted an experiment to determine
the degree to which haptic stimuli can complement audible alarms.
To quantify the accuracy to such cues, we compared unisensory
auditory and multisensory auditory-haptic stimuli.

The results of our experiments did not demonstrate a facilita-
tive effect as expected. However, analyzing them raised important
questions regarding fatigue and habituation to vibrotactile stim-
uli, potential interference of sensory streams, potential benefits of
speech over non-speech auditory stimuli, and if supra-threshold
stimuli can still be weakly effective as a unisensory stream to con-
tribute to multisensory gain.

2. LITERATURE REVIEW

To understand the importance of studying alarm systems in the
hospital setting, Block divides the set of problems with audible
alarms into several categories: 1) false alarms; 2) loud alarms; 3)
difficulty in determining the device that is making the alarm sound;
and 4) inability to stop an alarm [5].
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These problems worsen with the fact that devices designed
by different manufacturers may use different alarm sounds to in-
dicate the same event occurrence. Block then discusses how an
alarm sound can address a specific medical situation. His approach
grouped audible alarms into a set of six different sounds, each re-
lated to one tissue injury situation for the patient, and assigned
a different priority. He tested different melodies for these alarm
sounds as well as the training method to instruct the clinicians to
determine the sounds and their meanings.

In a similar vein, Edworthy focuses on false alarm events in
hospitals [3] [6], investigating important issues related to the de-
sign, implementation, classification, and standardization of medi-
cal alarms. Although the design of medical alarms may seem triv-
ial, the literature makes clear that despite the large investment in
the development of standards, i.e., IEC 60601-1-8 [7], significant
problems remain. For example, Talley et al. found a false alarm
rate of 85% to 99% in cardiopulmonary monitors [8]. Unfortu-
nately, this level of false alarms has not changed significantly over
the past 25 years. As another approach Keller tackles the false
alarm problem by reducing more generally the number of alarms
step-by-step to reach an acceptable level [9]. For each step, a
safety assessment analyzed the response process to a task on alarm
notification. This approach succeeded in reducing the number of
alarms from a high number to around four per day.

The aforementioned issues are recognized by regulatory bod-
ies. In the 2015 top 10 Health Technology Hazard list published
by the Emergency Care Research Institute (ECRI), the top priority
was stated to be clinical alarm hazards. Nurses spend an unnec-
essary amount of time on alarm management and on dealing with
ambiguous alarm implementations. According to the U.S. Food
and Drug Administration (FDA), in the span of four years, more
than 500 patient deaths have been associated with faulty alarm
management [10]. Despite these issues, audible alarms tend to
be the most effective method in attracting the attention of practi-
tioners when they are occupied with other tasks.

However, as audible alarms became the prominent method,
their use had the unintended consequence of Alarm Fatigue [10].
Without a formal operational definition, this phenomenon can be
understood as the desensitization to alarm sounds as a result of
hearing too many alarms at the same time. Thus, the medical staff
is incapable of responding to alarms with equal urgency.

With multiple alarm stimuli, there is attentional competition
and auditory competition (e.g., masking). Hasanain et al. explored
the issue of simultaneous masking; a condition where because of
the interaction between concurrent sounds, one or more of them
become imperceptible due to the physical limitation of human
perception [11]. According to the Pennsylvania Patient Safety
Authority, 194 documented problems with operators responses to
alarms over a span of four years resulted in twelve deaths [12].
The cause was found to be related to the number of simultane-
ous alarms sounding in the medical environment. Detecting alarm
masking is highly challenging as it may occur only in a very spe-
cific interaction of multiple sounds. Hasanain et al. proposed a
method to do so without experimentation [11]. Instead, the au-
thors used psychophysical modeling in the configuration of medi-
cal alarms, which builds on previous work done by Hasanain and
Bolton [13].

The problem of ”Alarm Fatigue” has been investigated by un-
derstanding the psychoacoustic properties of alarms and analyz-
ing the sensory perception of clinicians. Ongoing experiments by
Schlesinger et al. [14] are designed to determine the auditory per-
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ceptual threshold of alarms while participants perform other atten-
tional demanding audiovisual tasks. Hospital alarms are typically
louder than background noise, i.e., a positive signal-to-noise ra-
tio. However, their results showed that clinician performance mea-
sured in response time and accuracy was preserved when alarms
were softer than background noise, i.e., a negative signal-to-noise
ratio.

The method we propose in the present work attempts to em-
ploy multisensory integration; specifically, in combining the audio
and haptic channels, with the goal of reducing the sound expo-
sure level, and therefore stress level, in the hospital environment.
The Principle of Inverse Effectiveness (PolE) [15] suggests that
an enhanced neural response can be achieved when stimuli from
two modalities are simultaneously presented. This effect becomes
greater if the stimuli produce a weak response when presented uni-
modally. Experiments have shown this perceptual additivity at
sub-threshold levels from neural inputs of the olfactory and gus-
tatory channels [16]. Furthermore, co-occurrence of a sound was
found to increase accuracy and enhance the sensitivity for detec-
tion of near-threshold visual stimuli [17].

The PolE led us to theorize that the co-occurrence of a haptic
stimulus and an audio stimulus would allow participants to per-
ceive sound below their audio threshold of perception. In the OR
and ICU setting, this would allow a reduction of the alarm intensity
while maintaining the effectiveness in cueing a staff member. Fur-
thermore, it may be advantageous to present the haptic stimulus at
a sub-threshold level to not disrupt the procedure being performed
by the prompted medical professional. Visell et al. [18] showed
that the addition of sub-threshold stimuli affected the participants
perception of compliance. This provides encouraging evidence
that even at a sub-threshold level, such stimuli may be sufficient
to affect alarm perception.

3. METHODOLOGY

There is evidence from the literature to support the hypothesis that
multisensory integration may lead to participants perceiving sound
at a lower threshold. However, we are equally interested in deter-
mining whether this effect may hold when the non-audio stimulus
is delivered at a sub-threshold level. That is, can we reduce the
level of auditory alarms in a clinical environment by delivering a
complementary non-auditory stimulus, ideally, one that the clini-
cian does not even perceive?

In order to investigate this question, it was first necessary to
determine the unimodal thresholds of perception for both the audi-
tory and non-auditory stimuli. Our experiment therefore consists
of three measurements:

1. haptic (vibration) perception threshold
2. auditory perception threshold

3. auditory perception threshold when combined with haptic
stimulus

One of the most popular methods to map the relationship be-
tween physical stimuli and psychological response of the partic-
ipant [19] is Parameter Estimation by Sequential Testing (PEST)
[20], [21], an adaptive staircase method that has shown its adapt-
ability and robustness in obtaining a perceptual threshold value.
Figure 1 represents a typical double staircase for measuring the
auditory threshold for one of the participants. An improvement is
to double the step size in response to several identical responses,
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Figure 1: An example of the double-staircase method to determine
the auditory threshold of perception for one of the experiment par-
ticipants.

and halve the step size in response to a change in consecutive re-
sponses. This helps achieve faster convergence and improves par-
ticipant focus, and was therefore adopted for our testing [19].

To reduce the effects of bias that arises after several identical
responses to a given stimulus, Cornsweet suggested the use of the
random double-staircase method [22]. The test participant is pre-
sented with two staircases, starting from values above and below
the assumed threshold, respectively. The step size begins relatively
high to ensure fast convergence, and as the two staircases approach
each other, the step size is reduced to ensure a smooth combination
of the two. This results in a range of values bounding the threshold
of perception.

Throughout our experiment, we employ the PEST procedure
coupled with the use of the random double staircase to determine
the threshold of perception.

4. EXPERIMENTS

4.1. Environment

The experiment was performed in the Centre for Interdisciplinary
Research in Music Media and Technology (CIRMMT). The lab is
acoustically insulated from the surrounding rooms. In addition,
participants wore Beyerdynamic DT 770 Pro (Heilbronn, Ger-
many) circumaural headphones during the experiment, and the am-
bient temperature was maintained between 21 and 25 throughout
the tests, thereby ensuring a well-controlled environment.

4.2. Stimuli

To provide the vibrotactile stimulus, we used a Tactile Labs Hap-
tuator Mark I (Montreal, Canada) [23], which allows for indepen-
dent variation of the amplitude and the frequency. For our experi-
ment, the haptuator was connected to a Sparkfun TP2005D1 audio
amplifier (Boulder, CO, USA), and strapped snugly to the partic-
ipants’ leg, above the ankle, using a Velcro band. The choice of
placing the vibrational device on the leg rather than the wrist was
motivated by our intended use case of delivering alarm signals in a
medical environment, for which hygienic constraints preclude the
wearing of devices on the hands or wrists. A potential confound is
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that actuation of the vibrational device may be audible, contribut-
ing to the sound volume of the alarm stimulus. However, this was
mitigated by the low intensity of vibration, the placement of the
actuator on the participants’ leg, and the use of closed headphones
throughout the experiment.

Delivery of stimulus during the experiment and logging of
measurements for the double staircase was managed by a MAT-
LAB script (MathWorks MATLAB R2016a, Natick, MA, USA).
A one-second auditory stimulus was extracted from a recording
of the Philips MP-70 (Amsterdam, Netherlands) patient monitor
red/crisis alarm. The frequency spectrum of the alarm sound is
shown in Figure 2. The choice of a one-second duration was
deemed to be reasonably short to help eliminate guesses, and suf-
ficiently long so as to include the salient auditory characteristics of
the alarm signal.

Spectrum Level (dB SPL)

100 1000 10000
Frequency (in Hz)

Figure 2: Alarm waveform, measured with a class II Amprobe
SM20A sound level meter provided a weighted output of 49 dB.

The vibratory stimulus was generated using a sine wave at 175
Hz, output using the MATLAB sound() function for a duration of
1 second. For the combined auditory-haptic stimuli, the signals
were output in unison, using a stereo audio splitter to separate the
audio (left channel) and haptic (right channel) signals.

4.3. Experimental Procedure

Participants first completed a pretest questionnaire to screen for
possible health conditions that might exclude them from the ex-
periment. They were then asked to read an instruction sheet, put
on the headphones, and assisted with securing of the haptic band
just above the ankle at a comfortable location, as shown in Fig-
ure 3.

The strap was secured in a snug fashion for good coupling
between the actuator and the skin, but not so tight that it caused
discomfort. Participants were then asked to place their right foot
in a comfortable position and to immobilize it for the remainder of
the experiment.

Participants then proceeded through the first block of the ex-
periment, which determined their haptic perceptual threshold. In
the second block, we determined the auditory perceptual thresh-
old, both with and without a combined haptic stimulus. This was
done by intermingling two tests, randomly selecting half of the tri-
als for presentation of unimodal auditory stimuli, and half for pre-
sentation of combined audio-haptic stimuli with the haptic stimuli
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Figure 3: Position placement of the actuator on the participants’
ankle, from experiment instructions.

delivered at a fixed level. This intermingling was done to avoid
potential habituation effects that may have biased the threshold es-
timates in either direction.

For each experimental condition, participants initially carried
out a training/calibration step to familiarize themselves with the
experimental stimuli and adjust these to a level in which they were
barely perceptible, using a coarse staircase method. Subsequent
to this initial adjustment, the PEST method, using a dual-staircase
procedure, was employed to determine the participants’ perceptual
thresholds. Each stimulus was delivered randomly within an 8 s
window following the previous stimulus.

To ensure that participants did not go too long between succes-
sive perceivable stimuli, which we observed during pilot testing as
a significant source of fatigue, the system randomly delivered 20%
of the stimuli at 3.5 standard deviations above the average of the
intensities of the last six stimuli, a choice we determined empiri-
cally as adequate to ensure reasonable supra-threshold perception.

For our purposes, participants had to respond within 2 s from
the onset of the stimulus, i.e., no more than 1 s following its pre-
sentation, by clicking on a button displayed in a simple graphical
user interface; otherwise, it was assumed that they did not perceive
the stimulus. The system then reduced or increased the subsequent
stimulus intensity by a defined step size so as to maintain the inten-
sity just at the edge of perceptibility. The step size was reduced as
both staircases converged, i.e., as the difference in intensities be-
tween the upward and downward staircases decreased. This pro-
cess continued until a minimum step size was reached, then six
reversals were counted on each staircase for the threshold estima-
tion. The perceptual threshold was estimated as the mean of the
stimulus levels of the last six reversals from each staircase.

The aforementioned design was employed for all of our exper-
iments, with variations as described in the following sections.

4.4. Pilot

Initially, we fixed the sub-threshold amplitude of vibration at 2.5
standard deviations below the perceptual threshold determined in
the first block.

Pilot testing was performed on 11 lab members (10 male, 1
female), over the span of three days. The mean age of the par-
ticipants was 30.4 years with a standard deviation of 8.6 years.
Data from one of these participants were excluded from the anal-
ysis for failing to respond to supra-threshold “wake-up stimuli”,
which suggested a lack of attention during the experiment. The
test participants participated on a voluntary basis and did not re-
ceive monetary compensation for their time.
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Five of the 10 participants whose data were retained for analy-
sis exhibited a slightly lower auditory threshold when measured in
the multimodal audio-haptic condition than in the unimodal audio-
only condition. Although the results of these initial tests were only
borderline in terms of statistical significance (p = 0.15, ci = [-0.74,
0.13]), we were encouraged to carry out a larger experiment with
additional participants who were naive to the experimental hypoth-
esis.

4.5. Full Experiment

The same experimental procedure was then applied to a new group
of participants, naive as to the experimental hypothesis. These
participants were not informed that sub-threshold vibration was
delivered (in conjunction with half of the audio stimuli) during
the second block. The test was conducted on 12 participants (10
male, 2 female), over the span of three days. The mean age of the
participants was 28 years with standard deviation of 3.5 years.

Data from one of these participants, exhibiting a difference be-
tween the audio-only and audio-haptic thresholds greater than six
times, were excluded from the analysis as an outlier. The test par-
ticipants participated on a voluntary basis and received monetary
compensation for their time. The auditory threshold values mea-
sured across 12 participants for both the audio-only condition and
the audio-haptic condition is shown in Figure 4. The differences
between the conditions are shown in the bar graph of Figure 5.

As can be seen, the data did not support our hypothesis that
the perceptual threshold is reduced in the multimodal condition.
Counter-intuitively, the trend suggested an opposite effect, al-
though not significant (p = 0.78, ci = [-0.65, 0.83]). This led us
to consider the possibility that our haptic stimuli was too far be-
low the perceptual threshold, and was thus not contributing to the
effect.

4.6. Increased Haptic Intensity Level

To address the possibility that the haptic stimuli were too far be-
low threshold to have an impact, we then conducted a further ex-
periment in which the amplitude of vibration was increased to 0.5
standard deviations below the threshold determined in block 1. As
before, participants were not informed that they might feel vibra-
tions during the third block.

Ten participants (4 male, 6 female) were recruited and the test
took place during one day. The mean age of the participants was
27.3 years with standard deviation of 5.7 years. Data collection
from one of the participants could not be completed on account
of the participant changing the computer’s output volume in the
middle of the test. This participant was excluded from the analysis.
The test participants participated in the study on a voluntary basis
and received monetary compensation for their time.

The perception threshold in the auditory domain measured
across 9 participants for both the unisensory and multisensory con-
ditions is shown in Figure 6. The differences between the condi-
tions are shown in the bar graph of Figure 7.

By way of response to a post-test questionnaire, 5 out of 9
participants indicated that on occasion, they perceived the haptic
stimulus during the second block.

Despite the increase of the level of haptic stimulus, we found
no statistically significant difference between the threshold of au-
dio perception in the unisensory and multisensory conditions (p =
0.21, ci = [-0.90, 0.23]).
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Figure 4: Threshold data obtained from the audio-haptic and
audio-only threshold measurement over the 11 participants whose
data were retained.
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Figure 5: Differences between audio-only and audio-haptic thresh-
old values from Figure 4. A positive value indicates that the audi-
tory perceptual threshold was reduced in the multimodal condition.

5. CIRCLING AROUND THE THRESHOLDS

We considered several possibilities for the results of the previous
section:

1. Either or both auditory and haptic perception thresholds
varied throughout the experiment, e.g., due to fatigue or ha-
bituation, and so the thresholds measured in blocks 1 and 2
were unreliable.

2. The presentation of simultaneous sub- or near-threshold
haptic stimuli interfered with auditory perception.

3. There is no multimodal integration benefit from haptic stim-
uli in conjunction with non-speech audio.

4. There is a multimodal integration benefit from haptic stim-
uli in conjunction with non-speech audio, but only for
supra-threshold haptic stimuli.

To examine these possibilities, we conducted an additional ex-
ploratory experiment, in which we varied the level of auditory
stimuli in a range of 4 2 standard deviations and varied the level
of haptic stimuli in a range of [-2,4+4] standard deviations around
the unimodal thresholds determined in blocks 1 and 2.
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Figure 6: Threshold data obtained from the audio-haptic and
audio-only threshold measurement over the 9 participants from the
increased haptic intensity level experiment.
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Figure 7: Differences between audio-only and audio-haptic thresh-
old values from Figure 6. A positive value indicates that the audi-
tory perceptual threshold was reduced in the multimodal condition.

The results of this exploration were revealing, although hardly
conclusive: three of the five participants, two of whom were co-
authors of this paper demonstrated no discernible effect of hap-
tic stimulus on audio stimulus detection, even at clearly supra-
threshold levels of haptic stimuli. The remaining two participants
demonstrated a possible effect, with slightly higher rates of audio
alarm detection for sub-threshold audio when presented in con-
junction with supra-threshold haptic stimuli (see Figure 8 for the
results of one of these participants). However, it does not appear
that these results are significant, and thus, we can neither confirm
nor reject any of the possibilities described at the start of this sec-
tion.
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Figure 8: Detection rate for one participant of audio stimuli as a
function of audio and haptic stimulus level, relative to the thresh-
olds measured in blocks 1 and 2. The size of each circle indicates
the detection rate (out of three presentations) at each combination
of parameters.

6. CONCLUSIONS AND FUTURE DIRECTIONS

We postulated at the outset of this research that improved percep-
tion of auditory stimuli would result through multimodal integra-
tion with a complementary haptic signal, possibly even at sub-
threshold levels. If so, we hypothesized that this could allow for
attenuation of alarm fatigue and assist the practitioner in recogniz-
ing the alarm, thereby reducing the problems of stress and alarm
fatigue in the clinical settings of the OR and ICU.

Through these experiments, we hoped to determine prelim-
inary guidelines for the outcomes of implementing multimodal
alarms, leading to a reduction in the demands on the audio chan-
nel. We hypothesize that a multimodal alarm system can attenuate
alarm fatigue and assist the practitioner in recognizing the alarm.

While we have so far not been able to verify this hypothesis,
we believe that the experimental protocol we developed to address
the research questions here will prove valuable to the multisensory
research community and can be applied to future experiments that
seek to resolve some of the unanswered questions raised in Sec-
tion 5. It is also possible that the PolE, as observed in other experi-
mental contexts, is only manifested in conjunction with speech au-
ditory stimuli, for which the neurophysiological responses are dif-
ferently affected by the influence of a secondary stimulus modality.
This would need to be determined through a separate experiment,
employing a speech cue rather than an auditory alarm sound.

Future experiments can employ the PolE by adding hospital
background noise, auditory speech-in-noise tasks, and visual vig-
ilance tasks to test if the hypotheses would still hold while testing
clinicians during simulated emergencies requiring clinical pharma-
cologic intervention. These data will not only inform alarm design
and improve patient safety, but have wide-ranging applications to
other high consequence industries.
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