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Welcome from Derek Brock, Conference Chair

Welcome to ICAD 2010!

It is a great pleasure to welcome you to Washington, DC and The George Washington Uni-
versity for the 16th International Conference on Auditory Display (ICAD). ICAD was last held in
the United States in Boston in 2003, and has met annually since then in Sydney, Limerick, London,
Montreal, Paris, and, most recently, in Copenhagen. It is quite an honor to be able to bring ICAD
back to the US after a long absence—and to Washington, DC for the very first time!

Our overall program this year has a somewhat novel format. First, we have scheduled not
one, but two pre-conference days. Paul Vickers chairs our student consortium known as the "Think
Tank" on Wednesday, 9 June, and on Thursday, Kelly Snook, David Worrall, and others hold a

full-day, hands-on workshop/hack session devoted to sonification techniques.

The main conference begins on Friday, 11 June and runs through the following Tuesday. We
open with a keynote address from Shihab Shamma, and after a full day of paper and aural presen-
tations and our opening reception in the evening, we pause on Saturday and change things up a bit.
We meet that morning for posters and demonstrations and take the afternoon off to give attendees
time to relax and explore the city. In the evening, we return for the ICAD Concert. This year’s event,
programmed by our concert co-chairs, Douglas Boyce and Katharina Rosenberger, focuses on the
intellectual, artistic, and technical project of sonification and sound spatialization. Emphasizing the
human scale of performance to call attention to the question of agency and judgement in both artistic
and scientific sonification, the concert will feature performances of commissioned and submitted
compositions by the chamber ensemble counter)induction. The remainder of the conference—
Sunday, Monday, and Tuesday—begin each day with keynote addresses from Ryoji Ikeda, Douglas
Brungart, and Peter Cariani and continue with additional paper and aural presentations.
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Our annual ICAD "Open Mic" session will be held on Monday afternoon and that evening we cross
the Potomac to the Torpedo Factory in Alexandria, Virginia for our conference banquet. During
our Open Mic, we will hear from Gyorgy Wersényi about next year’s conference, which brings
ICAD to Budapest in 2011. At dinner, ICAD’s Board will present conference awards for best paper,
best poster, and best auditory work, and additionally, the Board will honor the recipient of a newly
instituted award for outstanding contributions to ICAD, which is proudly named after our founder,

Gregory Kramer.

In keeping with our conference theme, "Sonic Discourse—Expression through Sound", a
new aural submission category was created this year to provide the community with an oppor-
tunity to present and publish extended instances of auditory work that make a contribution to,
and/or exemplify, important informational and listening practices in the field of auditory display.
Recognizing that systematic aural displays of data may justifiably serve different objectives—
specifically, informational purposes versus aesthetic or artistic purposes— work was solicited in
two subcategories designated "Sonifications" and "Compositions". Kelly Snook and Evan Rogers
handled our reviewing process and the result is a selection of twelve submissions that range
in various ways across this expressional spectrum. Work in the Sonification category is spread
throughout the conference’s four days of technical sessions and Compositional work is presented
in Saturday’s concert. It is our sincere hope that this new aural class of peer-reviewed conference
submissions will be actively embraced by the community and become an established and relevant

form of publication at future conferences.

Spatialization is a critical informational dimension for many classes of auditory display and
this year we have the exceptionally good fortune to have partnered with VRSonic who, in addition
to time, staff, and technical expertise, has provided the conference with free access to their
state-of-the-art VibeStudio audio design suite and a 7.1 sound system for use during our technical

sessions and in our concert.
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We would also like to express our deep appreciation for generous grants of financial support from
the National Science Foundation for the Think Tank, the Office of Naval Research for assistance
with our facilities costs, and the National Aeronautics and Space Administration for a range of
additional expenses.

Finally, together with our Paper and Posters Chair, Eoin Brazil, our Sonification Chair, Kelly
Snook, and our Demonstrations and Compositions Chair, Evan Rogers, we would like to express a
profound note of appreciation for this year’s distinguished review committee. Reviewing is often
taken for granted, but without this crucial participatory dimension in our community, ICAD would

be a far less important and vital institution.
Once again, welcome to Washington, DC! On behalf of our entire organizing committee, we
earnestly hope you enjoy the exciting program we have assembled and the opportunity to exchange
ideas and spend time with your colleagues!

Derek Brock, Hesham Fouad, and Ramani Duraiswami

9-15 June 2010 Conference Co-Chairs
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TANGIBLE ACTIVE OBJECTS AND INTERACTIVE SONIFICATION AS A SCATTER
PLOT ALTERNATIVE FOR THE VISUALLY IMPAIRED

Eckard Riedenklau, Thomas Hermann, Helge Ritter

Ambient Intelligence Group / Neuroinformatics Group
CITEC - Center of Excellence in “Cognitive Interaction Technology”
Universititsstrasse 21-23, 33615 Bielefeld, Germany
[eriedenk, thermann, helge]@techfak.uni-bielefeld.de

ABSTRACT

In this paper we present an approach that enables visually im-
paired people to explore multivariate data through scatter plots.
Our approach combines Tangible Active Objects (TAOs) [1] and
Interactive Sonification [2] into a non-visual multi-modal data ex-
ploration interface and thereby translates the visual experience of
scatter plots into the audio-haptic domain. Our system and the de-
veloped sonification techniques are explained in this paper and a
first user study is presented.

Index Terms— Exploratory Data Analysis, Scatter Plots,
Sonification, Tangible Active Objects, Tangible Interaction

1. INTRODUCTION

Nowadays in the information age, data visualizations are om-
nipresent. Not only scientists use visualizations, also in every-
day life visualizations become more and more important to con-
vey complex information. A variety of visualization techniques
have been developed to provide possibilities to explore and under-
stand all kinds of data. Many of these methods address our visual
modality, e.g. graphs, diagrams, and plots. Obviously, the visu-
ally impaired cannot use these visualization techniques. Therefore
different methods have to be developed to allow alternative data
exploration, e.g. by using auditory or haptic displays.

Visualization refers not only to visual data representations,
but more generally to an abstract concept to convey information
about data in different modalities or even in multi-modal man-
ner. Thereby also haptic, auditory approaches and methods using
other modalities or combinations of them are visualizations, too.
Generally visualization comprehends methods that create a mental
representation of the visualized data in the experiencing persons
mind [3]. However “perceptionalization” is a term that makes this
breadth more obvious.

Because haptic and auditory display methods require a longer
time for the user to actively acquire an overview of the repre-
sented data, interaction with the data representation system is im-
portant. The possibility of actively changing the rendering param-
eters through interaction allows the users to get an all-embracing
overview of the underlying data. Interacting with data representa-
tions allows users to explore the kind and characteristics of data.
Tangible User Interfaces (TUIs) specifically use physical objects
as representatives to give the user that data at hand. This allows

This work has been supported by the Cluster of Excellence 277 Cog-
nitive Interaction Technology funded in the framework of the German Ex-
cellence Initiative
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Figure 1: Blindfolded user interacting with the IAS at the tDesk.
The laptop shows the computer vision module and the clustering
of the data (here the Iris Dataset [21] was clustered in two clusters)
with a TAO for each cluster prototype.

to explore the data with our everyday manual interaction skills in
a bi-manual and parallel manner. Our Tangible Desk (tDesk) (for-
merly known as the Gesture Desk [4]) is a typical table-top TUIL
In different applications, such as AudioDB [5], TI-Son [6], Tangi-
ble Data Scanning (TDS) [7], and AmbiD [8], etc. passive Tangi-
ble User Interface Objects (TUIOs) were used. The TUIOs, used
in these applications are optically tracked by a camera. By inter-
acting with these TUIOs, the user can directly interact with the
represented data.

We here start with such a Tangible Interaction system and ex-
tend it with active feedback capabilities, allowing the objects to
move actively on the table surface. In addition we use Interac-
tive Sonification [2], defined “as the use of sound within a tightly
closed human—computer interface where the auditory signal pro-
vides information about data under analysis, or about the interac-
tion itself, which is useful for refining the activity.” In our ap-
proach, we combined TAOs and Interactive Sonification to create
a novel data exploration interface for the visually impaired.

Compared to the research field of visual data analysis tech-
niques, the field of non-visual techniques for multivariate data
analysis is still quite sparse. Most multivariate data are collected
in tables of numbers which are often visualized using scatter plots.
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1.1. State of the art

We briefly review different non-visual methods to represent data,
focusing on haptic, auditory and combined perceptionalization ap-
proaches. The Sonic Scatter Plots [9] are an approach to sonify
multivariate data. Since “notes can also be plotted in time”, here
the data are seen as a score, where one dimension is scaled and
interpreted as time. Then every data-point is interpreted as one
note and the different characteristics of the notes are controlled by
data values. The work of Sarah Bly [10] and John Flowers [11] on
multivariate data mappings and auditory scatter plots are seminal
to the topic. Another related application is the TDS [7]. “A sonifi-
cation model following the Modelbased Sonification approach that
allows to scan high-dimensional data distributions by means of a
physical object in the hand of the user” is developed in this paper.
Therefore a virtual plane is linked to one TUIO, that can be moved
through the data space. A Model-Based Sonification (MBS) is trig-
gered each time the plane crosses a data point, whereby the user
can interactively explore the data distribution.

Panéels and Roberts [12] provide a comprehensive review of
designs for Haptic Data Visualization (HDV). They propose a tax-
onomy of seven categories: Charts, Maps, Signs, Networks, Dia-
grams, Images and Tables. Unfortunately the authors did not find a
haptic translation for scatter plots, but they present techniques, that
could be used for scatter plots, as well. Interpreting scatter plots
as height-fields, e.g. the Nanomanipulator [13] could be adapted.
Further more image translation techniques, such as proposed in
[14] can be used to transfer scatter plots into the haptic domain.

We introduce the combination of TAOs and Interactive Sonifi-
cation as an alternative to visual scatter plots. The paper is orga-
nized as followed: We give an introduction to the TAOs, our novel
tangible interfaces used in our system. We describe two different
new sonification approaches and their implementation. Further-
more we present the system design, the hardware components and
basic ways of interaction. A short study and evaluation is pre-
sented, followed by the discussion of results and our conclusion.

2. TANGIBLE ACTIVE OBJECTS

Most Tangible User Interfaces (TUIs) use passive objects that offer
no active feedback. Active feedback refers to the ability to actively
influence the interaction by e.g. changing the object’s position or
orientation, or multi-modal feedback via the haptic, auditory, or
visual modality, etc. In our present work we develop a swarm of
TAOs, capable of different kinds of feedbacks [1].

2.1. Hardware

The hardware assembly of our Tangible Active Objects (TAOs) is
depicted in Fig. 2. The TAOs are built in different modular Printed
Circuit Boards (PCBs) that fit into custom layers, compatible to
TUImod [15], modular building blocks for TUIOs. These PCBs
are connected over simple vertical buses to make them flexibly ex-
tensible. Our current TAOs are configured as small mobile robots,
but it is also possible, to equip them with a display, buttons, or loud
speakers. The mobile configuration consists of a driving mod-
ule, the control module with additional connectors and batteries,
and a wireless communication module. The driving module is a
simple differential drive, which means that two motors drive two
wheels on the same rotational axis independently. Thereby it is
possible to drive the TAO continuously from in-place rotation to

June 9-15, 2010, Washington, D.C, USA
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(a) Exploded assembly drawing (b) Manufactured devices at differ-
ent stages of assembly (without bat-
teries)

Figure 2: Hardware architecture

straight forward or backward linear movement. The control mod-
ule is the core of each TAO. It holds an Arduino pro mini [16], a
community-based rapid prototyping microcontroller platform, of-
ten used for physical computing approaches. This microcontroller
is programmed with the SerialControl firmware [17], which al-
lows to receive commands over the wireless communication mod-
ule and to control the connected in- and output componentes, in
this case the driving module. The wireless communication mod-
ule is based on an XBee module, which is configured to work in
a star-network together with other modules. One XBee module
is serially connected to the host computer and spreads the remote
control commands into the network. Each TAO has its own ID and
only reacts on commands starting with this ID. This allows to con-
trol each TAO independently. Additionally, each TAO is equipped
with a visual fiducial marker, which is based on the tracking algo-
rithm of the Reactable [18], but we use a new marker set which
was especially designed for the TAOs.

2.2. Software architecture

The TAOs are remote controlled by a host computer, where a dy-
namically extensible software framework controls each TAO and
the sonification of the IAS. Fig. 3 depicts the different cooper-
ating modules. All modules are implemented as stand-alone pro-
cesses which communicate over the XML enabled Communica-
tion Framework (XCF) [19]. The Computer Vision module (1)
tracks the TAOs’ position and orientation in the camera image.
These data are spread into an ActiveMemory server, which is part
of the XCF and runs transparently in the background. Several other
modules subscribe on the content of this information stream, such
as the Path Planner module (2) and the IAS application (3). The
Path Planner module reacts also to XCF messages that invoke nav-
igation tasks. Based on the position and orientation of the TAOs
and the new target positions from the navigation query, the Path
Planner calculates trajectories for each moving TAO, based on a
potential field approach [20] and transmits control commands that
make the TAOs move to the new targets. To transmit these com-
mands, the XCF2Serial module (4) listens for these commands in
the XCF stream and relays them to the serial port of the host com-
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puter where an XBee module (5) broadcasts the commands to the
wireless network and to the TAOs (6).

Wireless Serial

.\l

- Computer
— FireWire Vision

XBee

—
=
A Transmitter
5

\eria\

XCF2Serial

IXCF

——— Path Planner

XCF
1 2
\F /F

Interactive
Auditory
Scatterplot 3

4

Camera

Sonifications
(SuperCollider) ‘C')Sc

Figure 3: Software architecture. Modules (1) - (6) are explained in
2.2

3. DESIGN: INTERACTIVE AUDITORY SCATTER PLOT

Clustering is the most basic structure of data distributions. Clusters
are groupings of data at certain locations in data space as shown in
Fig. 4. The TAO-based Interactive Auditory Scatter Plot (IAS) is
currently designed to enable and assist the understanding of clus-
tering structure without the need of any visual display. It is imple-
mented as a special application module for the TAO architecture.

3.1. Ideas and concepts

We created a direct two-dimensional transformation of the spa-
tially distributed data into the audio-haptic domain to allow visu-
ally impaired people the exploration of scatter plots. Since we have
a limited number of K TAOs, which should become graspable an-
chors of the data, we first need a method to find K representative
locations. Vector quantization with the K-Means algorithm is an
appropriate starting point for this.The TAOs move autonomously
on the table to the cluster centers and represent them as prototype
objects. Thereby the visually impaired user is enabled to explore
roughly how the data is organized. Each TAO can then be used to
examine how the data are distributed in detail: By moving a TAO,
a sonification is excited that perceptualizes local characteristics of
the data distribution. Furthermore, releasing an object triggers a
local data sonogram after which the object moves back to its an-
chor position, as explained in detail in Sec. 4. During interaction,
the user can thereby construct a mental model of the spatial data
distribution and clustering structure.

ICAD-3
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o
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Figure 4: Two TAOs representing prototypes of clusters (detail
screenshot from the application module). Here the Iris Dataset
[21] was used for the visualization.

3.2. Hardware setup

The hardware basis of our system is the tDesk, which is a redesign
of the Gesture Desk, introduced in [4]. On a 70 x 70 x 70 cm
cube of aluminum profiles lies a glass surface. A FireWire camera
which is mounted underneath this surface looks upwards to the ta-
ble’s surface to track the TAOs position on the table. The tracking
area on the table is marked with black tape. The speakers with its
sound interface and the camera are connected to the host computer
together with the XBee transmitter for the wireless communica-
tion.

3.3. Interaction design

As depicted in Fig. 5, we subdivide interaction into three different
parts: The first part uses the TAOs as haptic representations of
data clusters. By touching the table surface and the TAOs, the user
can gain a rough idea of where interesting data are located. The
user can then move any TAO, which excites a sonification of the
local density and can thereby continuously explore how the data is
distributed in the vicinity of a cluster. The third interaction type is
to release a TAO. This triggers a local data sonogram, yielding an
audible spherical sweep through the data space at the location of
the TAO. Afterwards the TAO moves back to its cluster center.

4. SONIFICATION METHODS

We integrated two different sonification approaches into our sys-
tem using SuperCollider for the implementation [22]. The firstis a
parameter mapping-based approach, where the local density of the
data is mapped directly to parameters of a continuous sonic stream.
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Figure 5: Levels of detail in the IAS (The stylized cluster and data
points are only depicted for better understanding of the picture;
They are not visible to the user of our system.)
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The second approach uses a Model-Based Sonification (MBS) ap-
proach to communicate more detailed characteristics of the under-
lying data [23, 24, 25].

4.1. Parameter mapping-based sonification for IAS

X X

Figure 6: Mapping: The circles depict the neighborhood of TAOs.
Moving a TAO from A to B results in a continuous sonification of
the data density as pitch of a continuous sound stream.

In our first sonification approach, a simple mapping of the lo-
cal data density controls a continuous sonic stream. When moving
the TAO at position Z, the number of data points NV in the neigh-
borhood of an adjustable radius r around the TAO is mapped to the
frequency of an additive synthesis using

f[Hz] = fo-20NED, 1)
This leads to a pitch increase of an octave if N — N - é Fig. 6

explains this simple mapping approach. This sonification is au-
tomatically activated whenever a TAO is moved by the user. The
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sound is generated at constant amplitude. At the moment of re-
leasing the TAO, the data sonogram sonification is triggered as
explained next.

4.2. Local data sonograms

Releasing a TAO after moving it around excites a local data sono-
gram [23] at the TAOs location to provides a detailed inspection
into the spatial data distribution. For this a virtual ’shock wave’
emanates from the the TAO’s location to the border of the neigh-
borhood. Whenever this wave crosses a data point, a virtual spring
connected to the data point is excited to oscillate, which generates
audible sound, as depicted in Fig. 7. This local data sonogram ap-
proach was introduced in [23] and generalized to Multi-touch in-
teractions in [26]. However multi-touch enabled visual display are
unfortunately unsuitable for the visually impaired so that our ex-
tension to graspable interfaces makes data sonograms for the first
time usable for visually impaired users.

Neighborhoo ~
border
i3
X X
X
x X
X
X x
x with\mass
X
x shock wave center
X X

Figure 7: Data sonograms: A virtual shock wave is evoked at the
location where the TAO is released and expands in circles until it
reaches the border of the TAO’s neighborhood. Data points are
excited by the shock wave front and thereby contribute to a spacial
sweep.

5. INTERACTION EXAMPLES AND FIRST
EXPERIMENTS

A basic demonstration of our system is provided at our website'.
The introduction video shows a user interacting with the system
and presenting each of the three interaction stages. The video
shows that the system basically works as intended. Our inter-
pretation is that this system is well capable of allowing visually
impaired or blindfolded people to understand scatter plots without
seeing. In the paper we present results of a first qualitative and
quantitative study.

5.1. First experiment: the blind herder

In our first study we wanted to learn in how far our approach can
be used as an alternative to the classical scatter plot. Basically
we wanted to know if IAS users are able to recognize the same
visual plot from a list of slightly different candidates. This can be
tested by showing to the users the pictures of different classical
scatter plots including the one, the user just explored with the IAS
and asking to choose the one they think they just have explored.

Isee http://www.techfak.uni-bielefeld.de/ags/
ami/publications/RHR2010-TAO/ for the video

ICAD-4
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Because not all subjects were familiar with the concept of scatter
plots and clusters, we created a metaphoric story called “the blind
herder”: The subjects were told to think of the tDesk’s surface
as the grazing land of three herds of animals. The subjects had
to discover the distribution of the animals by interacting with the
system.

The subjects have to complete different tasks with the system.
In the first task, the sighted but blindfolded subjects have to ex-
plore a certain IAS until they subjectively have acquired an un-
derstanding of the data distribution. For this task there is no time
limit, but the time needed is recorded for later evaluation. As test
distributions simple synthetic datasets were created that all show
three easily distinguishable clusters of data points at different po-
sitions, and of different shapes and sizes. Three sets with three
datasets were generated (see Fig. 8). Every trial one row with three
datasets is chosen randomly. One dataset is randomly chosen from
the row and presented in the IAS. Before the subjects are asked to
select the corresponding visualized classical scatter plot from a set
of three different versions shown, they had to sketch their mental
image of the data distribution with pen and paper.

(a) 1-1 (b) 1-2 (c) 1-3

(d) 2-1 (e) 2-2 () 2-3

(g) 3-1 (h) 3-2 @) 3-3

Figure 8: Synthetic datasets used in the study.

5.2. Subjects

Nine untrained subjects participated in this first study and per-
formed 13 trials. One subject conducted three trials, two con-
ducted two trials, all other subjects were tested only once. The
age of the subjects ranged from 24 to 67, but most of the subjects
were younger, so that the mean age of the subjects was 33. Most
of the younger subjects are students.

5.3. First results an observations

77% of the trials were successful, 23% were not. 67% of the sub-
jects were able to successfully recognize the explored dataset, 28%
were not. As depicted in Fig. 11 the subjects were allowed to
explore an IAS as long as they wanted to. The duration ranges
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from 51 seconds to 18 minutes for a single plot. In the mean ev-
ery subject used about 9 minutes. Furthermore the figure shows
that even the short period of 51 seconds was enough to recognize
the explored dataset in the plots. On the other hand the subjects
that took much more time were able to tell quite impressively how
dense the data points were distributed, including holes in the clus-
ters (see datasets 2-1 to 2-3) and single data points at the border
of the clusters. Fig.9 depicts two hand-drawn examples of what
the subjects had explored. The level of detail ranged from sin-
gle closed curves representing the border of the clusters to very
detailed pictures with single data points and the density of their
distribution.

| OF >

.

'..f_...
|

(b) high level of detail (data set 2-3)

Figure 9: Examples of subject’s hand drawn plots of the explored
data sets. Corresponding underlying datasets are plotted in Fig. 8

Finally the subjects are asked to answer a questionnaire. All
subjects stated that they can work with the system and that they
think that practice can improve the understanding of IASs. Most of
the subjects answered that working with the system is fun. The pa-
rameter mapping-based sonification was regarded as useful by all
subjects, where as the data sonograms seemed to be much harder
to understand. Only two subjects found this sonification element
useful, four found it partly useful and seven subjects were not able
to understand it. This may be for technical problems or inefficient
explanation. A technical problem was the lag between the track-
ing and the sonification output and sudden jumps of the tracked
markers, caused by the users hands or bright colored clothes in the
camera image. Also a differing position of the subject in front of
the tDesk was problematic in one case.

After filling out the questionnaire, the subjects had the oppor-
tunity to freely state what their impression of the system was and
which strategy they used to orientate. One subject was surprised
how easy it was to grasp the TAOs without seeing them. A good
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spatial imagination was regarded as very helpful. The tape border-
ing around the tracked area was often used to measure distances to
the border of the interaction area (see Fig. 10).

After a short phase of getting used to the system, many sub-
jects developed individual and interesting strategies to discover the
borders of clusters. By scanning the cluster with the clusters TAO
vertically and horizontally, a first rough idea of the clusters size
and shape was gathered. some subjects also tried to trace the bor-
der of the cluster by moving the cluster’s TAO over the border in
zig-zag-patterns.

Figure 10: Moving a TAO with the right hand and staying in touch
with the taped border with the left hand simultaneously for better
orientation.

6. CONCLUSION

In this paper we presented a novel approach for combined audi-
tory and haptic interactive rendering of scatter plots. Through In-
teractive Sonification and TAOs, it was possible to create a rich
exploratory data analysis interface for the visually impaired. As a
novel contribution we introduced a hybrid (subdivided) interaction
schema where continuous density sonification and a model-based
sonification using data sonograms are tightly interwoven to cre-
ate a rich repertoire for exploratory interactions to create a rich
multi-modal user interface. This system was evaluated in a first
user study and was proved successfully to enable non-visual ex-
ploration of scatter plots.

6.1. Future developments

This application is still under active development, further additions
are considered for future developments. For a multi-modal ex-
ploratory data analysis interface that can be used both by sighted
and visually impaired users simultaneously, we plan to overlay
the audio-haptic rendering interface with a visual projection of the
scatter plot.

The next step is to extend this case study to a empirical study.
Here we want to analyze how well users perform in specific tasks,
such as defining different cluster characteristics, e.g. cluster size,
density, and shape, etc. We also consider experiments for visually
impaired people, since their spatial imagination may differ from
those of sighted people. Furthermore we plan to spatialize the data
sonograms to enrich the display and the interaction further and to
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Figure 11: Results: exploration time (one cross for each single
trial) in seconds for all trials (left), failed (middle) and succeded
(right)

enhance the multi-modal rendering. In summary, the IAS opens
attractive new interaction steps and auditory inspection metaphors
to support navigation and examination of scatter plots, particularly
for visually impaired users.
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ABSTRACT

The See Color interface transforms a small portion of a colored
video image into sound sources represented by spatialized
musical instruments. Basically, the conversion of colors into
sounds is achieved by quantization of the HSL color system.
Our purpose is to provide visually impaired individuals with a
capability of perception of the environment in real time. In this
work the novelty is the simultaneous sonification of color and
depth, depth being coded by sound rhythm. Our sonification
model is illustrated by several experiments, such as: (1)
detecting an open door in order to go out from the office; (2)
walking in a hallway and looking for a blue cabinet; (3)
walking in a hallway and looking for a red tee shirt; (4) moving
outside and avoiding a parked car. Videos with sounds of
experiments are available on
http://www.youtube.com/guidobologna.

1. INTRODUCTION

This paper presents on-going work of the See ColOr project,
which aims at improving the perception and the mobility of
blind individuals. In previous works we introduced the
sonification of colors by means of instrument sounds, as well as
experiments related to image comprehension, recognition of
colored objects and mobility [1].

In this work the novelty is the use of depth in the sound
code. Generally, distance to objects is a crucial parameter for an
individual evolving in a given environment. In our experiments,
depth is captured by a stereoscopic camera. We perform
experiments for which a well trained blindfolded individual
takes advantage of depth sonification in a number of situations
like: (1) detecting an open door in order to go in and out; (2)
walking in a hallway and looking for a blue cabinet; (3)
walking in a hallway and looking for a red tee shirt; (4) moving
outside and avoiding a parked car. The resultant videos are
available on http://www.youtube.com/guidobologna. In the
following sections, section 2 describes mobility aids without
the sonification of color, section 3 presents several works that
proposed color sonification, section 4 summarizes our previous
experiments, section 5 explains our model of color and depth
sonification, section 6 illustrates several experiments, followed
by the conclusion.
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2. MOBILITY AIDS WITHOUT COLOR
SONIFICATION

Several authors proposed special devices for visual substitution
by the auditory pathway in the context of real time navigation.
The “K Sonar-Cane” combines a cane and a torch with
ultrasounds [2]. Note that with this special cane, it is possible
to perceive the environment by listening to a sound coding
depth.

“TheVoice” is another experimental vision substitution
system that uses auditory feedback. An image is represented by
64 columns of 64 pixels [3]. Every image is processed from left
to right and each column is listened to for about 15 ms. In
particular, every pixel gray level in a column is represented by a
sinusoidal wave sound with a distinct frequency. High
frequencies are at the top of the column and low frequencies are
at the bottom.

Capelle et al. proposed the implementation of a crude
model of the primary visual system [4]. The implemented
device provides two resolution levels corresponding to an
artificial central retina and an artificial peripheral retina, as in
the real visual system. The auditory representation of an image
is similar to that used in “TheVoice” with distinct sinusoidal
waves for each pixel in a column and each column being
presented sequentially to the listener.

Gonzalez-Mora et al. developed a prototype using the
spatialisation of sound in the three dimensional space [5]. The
sound is perceived as coming from somewhere in front of the
user by means of head related transfer functions (HRTFs). The
first device they achieved was capable of producing a virtual
acoustic space of 17*9*8 gray level pixels covering a distance
of up to 4.5 meters.

3. COLOR SONIFICATION

3.1. State of the art

Recently, the research domain of color sonification has started
to grow [6], [7], [8]. A number of authors defined sound/color
associations with respect to the HSL color system. HSL (Hue,
Saturation, Luminosity) is a symmetric double cone
symmetrical to lightness and darkness. HSL mimics the painter
way of thinking with the use of a painter tablet for adjusting the
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purity of colors. The H variable represents hue from red to
purple (red, orange, yellow, green, cyan, blue, purple), the
second one is saturation, which represents the purity of the
related color and the third variable represents luminosity. The
H, S, and L variables are defined between 0 and 1.

Doel defined color/sound associations based on the HSL
color system [6]. In this sonification model, sound depends on
the color of the image at a particular location, as well as the
speed of the pointer motion. Sound generation is achieved by
subtractive synthesis. Specifically, the sound for grayscale
colors is produced by filtering a white noise source with a low
pass filter with a cutoff frequency that depends on the
brightness. Color is added by a second filter, which is
parameterized by hue and saturation.

Rossi et al. presented the “Col.diesis” project [7]. Here the
basic idea is to associate colors to a melody played by an
instrument. For a given color, darker colors are produced by
lower pitch frequencies. Interestingly, based on the statistics of
more than 700 people, they produced a table, which
summarizes how individuals associate colors to musical
instruments. It turned out that the mapping is: yellow for
vibraphone or flute; geen for flute; orange for banjo or
marimba; purple for cello or organ; blue for piano, trumpet or
clarinet; red for guitar or electric guitar.

Capalbo and Glenney introduced the “KromoPhone” [8].
Their prototype can be used either in RGB mode or HSL mode.
Using HSL, hue is sonified by sinusoidal sound pitch,
saturation is associated to sound panning and luminosity is
related to sound volume. The authors stated that only those
individuals with perfect pitch perform well. In RGB mode the
mapping of colors to sounds are defined by pan, pitch and
volume. For instance, the gray scale from black to white is
panned to the centre, with black being associated to the lowest
pitch sound. Blue and yellow are mapped to the left, with blue
being associated to lower pitch than yellow. Similarly, green
and red are related to sounds listened to the right. Finally, the
intensity of each color is mapped to the volume of the sound it
produces.

In one of their experiments, Capalbo and Glenney
illustrated that the use of color information in a recognition task
outperformed the performance of “TheVoice” (cf. section 2)
[8]. Specifically, the purpose was to pick certain fruits and
vegetables known to correlate with certain colors. One of the
results was that none of the three subjects trained with
“TheVoice” could identify any of the fruit, either by the shape
contours or luminance.

3.2. Color sonifcation in See ColOr

Relative to the HSL color system, we represent the Hue
variable by instrument timbre, because it is well accepted in the
musical community that the color of music lives in the timbre
of performing instruments. Moreover, learning to associate
instrument timbres to colors is easier than learning to associate
for instance, pitch frequencies. The saturation variable S
representing the degree of purity of hue is rendered by sound
pitch, while luminosity is represented by double bass when it is
rather dark and a singing voice when it is relatively bright.

With respect to the hue variable, the corresponding musical
instruments are based on an empirical choice:
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oboe forred (0< H <1/12);

viola for orange (1/12< H <1/6);
pizzicato violin for yellow (1/6 < H <1/3);
flute for green (1/3< H <1/2);

trumpet for cyan (1/2< H <2/3);

piano for blue (2/3< H <5/6);
saxophone for purple (5/6 < H <1).

N kAL =

Note that for a sonified pixel, when the hue variable is
exactly between two predefined hues, such as for instance
between yellow and green, the resulting sound instrument mix
is an equal proportion of the two corresponding instruments.
More generally, hue values are rendered by two sound timbres
whose gain depends on the proximity of the two closest hues.

The audio representation #,, of a hue pixel value % is

hy =g h,+(1-g) by M
with g representing the gain defined by

_h—H )
h, —h

a

with h, <H <h,, and h,, h, representing two successive hue

values among red, orange, yellow, green, cyan, blue, and purple
(the successor of purple is red). In this way, the transition
between two successive hues is smooth.

The pitch of a selected instrument depends on the saturation
value. We use four different saturation values by means of four
different notes:

1. Cfor(0<85<0.25);

2. Gfor(0.25<8<0.5);

3. Bflatfor (0.5<5<0.75);
4. Efor(0.75<85<1);

When the luminance L is rather dark (i.e. less than 0.5) we
mix the sound resulting from the H and S variables with a
double bass using four possible notes (C, G, B flat, and E),
depending on luminance level. A singing voice with also four
different pitches (the same used for the double bass) is used
with bright luminance (i.e. luminance above 0.5). Moreover, if
luminance is close to zero, the perceived color is black and we
discard in the final audio mix the musical instruments
corresponding to the H and S variables. Similarly, if luminance
is close to one, thus the perceived color is white we only retain
in the final mix a singing voice. Note that with luminance close
to 0.5 the final mix has just the hue and saturation components.

The sonified part of a captured image is a row of 25 pixels
in the central part of the picture. We take into account a single
row, as the encoding of several rows would need the use of 3D
spatialization, instead of simple 2D spatializazion. It is well
known that rendering elevation is much more complicated than
lateralization [9]. On the other hand, in case of 3D
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spatialization it is very likely that too many sound sources
would be difficult to be analyzed by a common user.
Two-dimensional spatialization is achieved by the
convolution of mono aural instrument sounds with filters
encompassing typical lateral cues, such as interaural time delay
and interaural intensity difference. In this work we reproduce
spatial lateralization with the use of the CIPIC database [10].

4. OUR PREVIOUS EXPERIMENTS

In the first step of the See ColOr project, we performed several
experiments with six blindfolded persons who were trained to
associate colors with musical instrument sounds [1]. As shown
by figure 1, the participants were asked to identify major
components of static pictures presented on a special paper lying
on a T3 tactile tablet (http://www.mcb.ac.uk/t3/index.htm) representing
pictures with embossed edges. When one touched the paper
lying on the tablet, a small region below the finger was sonified
and provided to the user. Color was helpful for the
interpretation of image scenes, as it lessened ambiguity. As an
example, if a large region “sounded” cyan at the top of the
picture it was likely to be the sky. Finally, all participants to the
experiments were successful when asked to find a bright red
door in a picture representing a churchyard with trees, grass and
a house.

Figure 1: Example of embossed picture on the T3 tactile
tablet.

The work described in [11] introduced an experiment
during which ten blindfolded individuals participants tried to
match pairs of uniform colored socks by pointing a head
mounted camera and by listening to the generated sounds.
Figure 2 illustrates an experiment participant observing a blue
socket. The results of this experiment demonstrated that
matching similar colors through the use of a perceptual
(auditory) language, such as that represented by instrument
sounds can be successfully accomplished.
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Figure 2: A blindfolded subject observing a blue socket.

In [12] the purpose was to validate the hypothesis that
navigation in an outdoor environment can be performed by
“listening” to a colored path. We introduced an experiment
during which ten blindfolded participants and a blind person
were asked to point the camera toward a red sinuous path
painted on the ground and to follow it for more than 80 meters.
Results demonstrated that following a sinuous colored path
through the use of our auditory perceptual language was
successful. A video entitled “The See ColOr project” illustrates
several experiments on Attp://www.youtube.com/guidobologna.

Figure 3: A blindfolded individual following a red sinuous
path.

5.  SONIFICATION OF COLOR AND DEPTH

We use a stereoscopic color camera denoted STH-MDCS2 (SRI
International: ~ http://www.videredesign.com/)  and  the
“Bumblebee” (Point Grey: http://www.ptgrey.com/). An
algorithm for depth calculation based on epipolar geometry is
embedded within both the stereoscopic cameras. The resolution
of images is 320x240 pixels with a maximum frame rate of 30
images per second.
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Our See ColOr prototype presents two sonification modes
that render color and depth. The first replicates a crude model
of the human visual system. Pixels near the center of the
sonified row have high resolution, while pixels close to the left
and right borders have low resolution. This is achieved by
considering a sonification mask indicating the number of pixel
values to skip. As shown below, starting from the middle point
(in bold), the following vector of 25 points represents the
number of skipped pixels:

[15129753322111111122335791215]

In the first mode, depth is represented by sound duration.
The mapping for depth D is given by :

e 90 ms for undetermined depth;
e 160msfor(0<D<1),

e 207msfor(1<D<2);

o 254 msfor(2<D<3),

e 300ms forD>3

The second mode sonifies only a pixel of a particular area
of 25 adjacent points in the middle of the image. Specifically,
we first determine among these 25 points the greatest number
of contiguous points labelled with the same hue. Then, we
calculate the centroid of this area and the average depth. It is
possible to have points of undetermined depth, especially in
homogeneous areas like walls, for which the depth algorithm is
unable to determine landmark points related to the calculation
of the disparity between the left and right images. Points with
undetermined depth are not considered in the average depth
calculation. The final sonification presents only a spatialized
sound source representing the average color and the average
depth.

In the second mode, depth between one and four meters is
sonified by sound duration (the same sonification scheme
explained above), while after four meters the volume V starts to
decrease by following a negative exponential function given by

f(V) =V *exp(-k*D) 3)

with ka positive small constant.

6. PRELIMINARY EXPERIMENTS

The experiments were performed by a very well trained
blindfolded individual, who is very familiar with this color
sonification model, but not with depth sonification. Although in
the long term we will aim at complementing the white cane of
blind people by a miniaturized version of our prototype, this
person relied only on the See ColOr interface. The reason is
that we wanted to be sure that our prototype represented the
only sensing tool.

In the first video entitled “Going out from the office” and in
the second video entitled “Going into the office” we aim at
demonstrating that it is possible to perceive an open door and to
pass through it. Figure 4 illustrates a picture of this experiment,
which is performed with the second sonification mode. The
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brown door is sonified by a viola and the rhythm is fast when
the user is close to it. Note also that the user decided to move
when slow sound rhythms or low volume sounds were
discerned, indicating distant obstacles.

Figure 4: A blindfolded individual looking for an open door.

The third video entitled “Find a red tee shirt with sounds of
musical instruments” illustrates the same individual in a
successful search task. It is worth noting that here depth is often
undetermined when the camera is pointed toward the floor or
the white walls. Note also that the user trusted the depth
information related to the trumpet sound representing the blue-
cyan cabinets. The red tee short is sonified by oboe and when
the user was close to it the rhythm frequency increased.

Figure 5: A blindfolded individual looking for a red tee
shirt.

In the fourth video entitled “The blue cabinet” the user
switched to the first sonification mode (with all 25 points
sonified by color and depth). Here the goal was to find a blue
cabinet sonified by a piano playing a medium pitched tone.
This mode is more complex than the previous, since more than
one color can be present in the current sonified frame. Here the
distance to the floor is defined, as the floor is textured. Note
also that the brown doors are sonified by viola sounds. From
time to time, our experiment participant wished to ask to the
computer the depth of the middle point of the sonified row.
With the use of a mouse button the computer answered with a
voice saying numbers in French. “One” means distance
between zero and one meter; “two” means distance between
one and two meters, etc. At the end of the video the user
reached and indicated the cabinet.
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In the last video entitled “Walking outside” the user walked
outside. He switched again to the second mode with only a
sonified sound. The sound of the ground is rendered by a
singing voice or a double bass, depending on its gray level.
Suddenly, the user found in his trajectory a parked car and he
avoided it.

Figure 6: A blindfolded individual walking outside and
avoiding parked cars.

After the experiments the blindfolded person was asked to
give his impressions about the two different modes. The first
impression is that the second mode (with the decreasing
volume) is felt as “relaxing” compared to the first mode. The
second mode is valuable in large areas (for instance, outside).
Moreover, in some situations, it will be very useful to switch
from the second mode to the first, as the first mode gives more
precision and to some extent, peripheral view. A sonified
compass could be also very useful, as it is very easy to loose
orientation. Finally, while the first mode provides to some
extent limited global information, a “global module” would be
helpful in order to get a clear picture of the close environment
geometry.

7. CONCLUSION

We presented the color and depth sonification model of the See
ColOr mobility aid. A See ColOr prototype was tested by a well
trained individual. He successfully (1) detected an open door in
order to go in and out; (2) walked in a corridor with the
purpose to find a blue cabinet; (3) moved in a hallway with the
purpose to locate a red tee shirt; (4) walked outside and avoided
a parked car. In the future, we would like to measure in a more
systematic way whether the use of our prototype allows users to
locate objects and to avoid obstacles of different sizes. Thus,
we will perform experiments with more participants, in order to
obtain more robust statistics.
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ABSTRACT

We present in this paper SonicFunction, a prototype for the
interactive sonification of mathematical functions. Since many ap-
proaches to represent mathematical functions as auditory graphs
exist already, we introduce in SonicFunction three new as-
pects related to sound design. Firstly, SonicFunction fea-
tures a hybrid approach of discrete and continuous sonification
of the function values f(x) . Secondly, the sonification in-
cludes information about the derivative of the function. Thirdly,
SonicFunction includes information about the sign of the
function value f(x) within the timbre of the sonification and leaves
the auditory graph context free for an acoustic representation of the
bounding box. We discuss SonicFunction within the context
of existing function sonifications, and report the results from an
evaluation of the program with 14 partially sighted and blind stu-
dents.

1. INTRODUCTION

Teaching material for the blind and partially sighted in mathemat-
ics is generally tactile using Braille notation or reliefs. When it
comes to function analysis, this form of notation has some limita-
tions. One of which is its involved method of production, which is
the reason why appropriate teaching material is limited.

Due to the fact that the blind and partially sighted often posses
heightened auditory capacities, there have been occasional efforts
to develop auditory displays for teaching mathematics. In sonifi-
cation, a big amount of research has been conducted on auditory
graphs. Foundational work was laid in [1] and good overviews
over the field can be found in [2] and [3]. In [4] there is an in-
teresting study that contrasts the difference between discrete and
continuous auditory graphs, giving evidence that both representa-
tion modes serve different purposes. Related work can further be
found in [5]. A conceptual model of auditory graph comprehen-
sion can be found in [6], where particularly the consideration on
the context information in a graph, i.e. axes and their +/- orienta-
tion, are relevant for us.

While the results from this field provides a good basis for the
development of auditory displays for mathematical functions of
one variable f(x), we believe that there are still possibilities for
further improvement of the sound design. This is important, first
because new concepts, that illustrate how to include information
in the sonification of f(x) rather than putting it into the auditory
context, extends the usefulness of auditory graphs. Second audi-

tory rich and yet distinguishable information is usually more inter-
esting to listen to, and hence user fatigue can be reduced. Third,
in many of the studies above auditory graphs had limited interac-
tion possibilities. However as stated in [7] interaction introduces
new and exciting possibilities for a better understanding of sonifi-
cation in general and also does so for auditory graphs in particular.
Particularly questions about continuous and discrete sonifications
for mathematical functions must be revisited with respect to new
possibilities in interactive sonification.

As a new methodological contribution to the field of function
sonification, we here introduce the idea of multi-parameter sonifi-
cation of mathematical functions, which goes beyond the existing
pitch mapping-based strategies in the aspect that they utilize the
Taylor expansion of function f at location x as source for a sta-
tionary sonic representation. More specifically, we suggest to map
the first mn terms of the Taylor series (f(z), f'(z), ..., f™ (z)) at
location x as fingerprint for the local characteristics of the function
and derive a corresponding sonic counterpart.

Depending on the mapping, the main association of f(z) to
pitch can be maintained, but be extended to reflect slope for in-
stance as pulse rate, curvature f”(x) as attack time of events
or whatever mapping seems appropriate. Since these attributes
change systematically while traversing along the z-axis, a sort of
recognizable sequenced auditory gestalt builds up when walking
towards specific points of interest such as turning points, saddle
points or local optima.

In the current empirical study, however, we adapted and re-
stricted this more general sonification approach specifically to fit
to the subject group. Second author Trixi Drossard who has a
background as math teacher for the partially sighted and the blind
conducted the study with pupils. We wanted to evaluate our soni-
fication strategy with blind pupils from the very beginning and we
were less interested to evaluate if pupils recognize already learned
features of mathematical functions but more in whether sonic func-
tion representations work in a teaching situation. This imposed
several constraints to the general multivariate representation con-
cept so that in consequence we included only the first derivative,
since the concept of higher derivatives are difficult to grasp and not
part of the curriculum for pupils of the age of our test subjects.

One important application featuring interactive sonified
graphs is the java program MathTrax, [8] which has been adapted
to typical requirements for the blind and partially sighted, it works
for instance together with screen readers and features shortcuts
and hot-keys for efficient navigation. MathTrax presents visual,
acoustic and descriptive information about mathematical func-
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tions. However, since we were interested in new sonification de-
signs, we decided to implement our own minimal prototype called
SonicFunction.

2. THE PROGRAM SONICFUNCTION

The program SonicFunction is implemented in python and
Tcl/Tk for a minimal user interface and the calculations of the
mathematical functions. Open Sound Control (OSC) [9] [10] pro-
vides the protocol to send the parameters to the SuperCollider
soundserver [11] available at [12]. As an input device we decided
to use the keyboard since it is a very familiar interface for the vi-
sually impaired. The user can interact with the program through
the following keys:

e The arrow keys up and down control the volume of the soni-
fication. This is important to adapt it to the volume of screen
readers, such as Jaws for Windows.

e The arrow keys left and right allow to navigate on the x-axis.
If the arrow keys were constantly pressed, the function can be
browsed in a constant movement from left to right.

e The keys x,c and v set the step size for the navigation on the
x-axis to /30, 1/ 10 and ' /¢ respectively. This allows for a
quick overview of the function and for detailed inspection.

e The number keys 1 to 6 are the selectors for the test functions,
which are described below in detail.

e By hitting the keys h, t, n and a markers for maxima, minima,
f(x) = 0 and x = 0 respectively are registered in a protocol file.

While navigating the function on the x-axis the sonification
was presented on the corresponding position within the stereo
panorama. The interaction for placing markers was included since
we wanted to evaluated the sonified function, by recording and an-
alyzing user interaction.

3. DIFFERENCES TO MATHTRAX

As mentioned above, the program MathTrax is a popular refer-
ence for function sonification. In SonicFunction we try to to
include the information that is connected to the function within
the acoustic representation of the function itself. In this section,
we want to highlight the differences in sound design between
SonicFunction and MathTrax.

For the distinction of positive and negative function values,
MathTrax employs for instance the auditory context by adding a
constant level of noise. SonicFunction integrates this infor-
mation within the sound that represents the function value of f(z),
by changing its timbre. Thereby leaving the context of the auditory
scene free for an acoustic equivalent of a bounding box.

By choosing two noise sources with different center frequen-
cies, this bounding box also helps to indicate, whether the f(z)
is currently beyond the upper or lower limit of the bounding
box. This is helpful for approximate extrapolation before sounding
function values within the box are encountered.

SonicFunction also makes use of the derivative as a pa-
rameter for for the sonification. This is important to support the
exploration around minima and maxima.

SonicFunction also combined two sonification ap-
proaches using continuous and discrete acoustic representations.
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Thereby the discrete sonification event is used to give an appropri-
ate feedback for the stepwise interaction when moving along the
x-axis. The continuous standing sound that goes with a ramp from
one function value to the next emphasizes the dense distribution of
real numbers on the x-axis.

4. SOUND DESIGN

As mentioned above the interaction feedback was provided by a
discrete sonification, whereas the continuity of the function was
represented through a continuous sonification. Examples of the
sonifications of all test functions can be found on our website !

4.1. The Discrete Sonification

The discrete sonification was played each time the user moved
along the x-axis one step. In Figure 1 you find SuperCollider
code for the synthesis definition of the discrete sonification.

SynthDef(\discrete,
{ arg out=0, midinote = 60, pan = 0.0, delay = 0.1,
duration = 3.5, vol = 0.1, bwf = 1;
var klank, harm, amp, ring, filter, 1fo,
noise_source, env, freq, sig;
freq = midinote.midicps;
harm = Control.names([\harm]).kr([1,2,3,4,5,6,7,8,9]);
amp = Control.names([\amp]).kr(Array.series(9,1,1).reverse.normalizeSum);
ring = Control.names([\ring]).kr(Array.fi11(9,100.0));
noise_source =
EnvGen.ar(Env.new([0,0,1,0], [delay,0.0,duration],-3),1.0,doneAction:0) +
(EnvGen.ar(Env.new([0,0,1,0], [delay,®.0,duration/20],-3),1.0,doneAction:0)
* (ClipNoise.ar(1));
env = EnvGen.ar( Env.new([0.0,1.0,0.0],[0.0,delay+0.5],-3),1, doneAction:2);
klank = Klank.ar(' [harm, amp, ring], noise_source, freq);
sig = LPF.ar(klank, freg*bwf);
OffsetOut.ar(@,Pan2.ar(sig*env*AmpComp.kr(freq,40.midicps), pan, vol));
} D.load(s);

Figure 1: The SuperCollider synthesis definition for the dis-
crete sonification.

The sonification was essentially a sound made of subtractive
synthesis (the unit generator Klank.ar) with a base frequency
and a series of overtones of decaying gain. The frequency of the
base frequency covered the range from 46,25 to 698,46 Hz, (ap-
prox. 4 octaves). The considerably low range was chosen to have
enough overhead in the spectrum for the 9 overtones, which helped
to identify the pitch of the sound even for low base frequencies.

The excitation of the Klank filter was an attack decay en-
velope with a noise component in the attack phase. The filtered
sound was multiplied with an envelope which also had an attack
decay characteristic.

The sound was played after a delay, that allowed the contin-
uous sonification to ramp to the target frequency. The discrete
sounds were played back within the stereo panorama correspond-
ing to the actual position on the = axis within the bounding box.
Basic psychoacoustic amplitude compensation AmpComp . kr was
additionally implemented.

4.2. The Continuous Sonification and the Derivative

With respect to spectral characteristics, the continuous sonification
resembled very much the discrete sonification, except it was imple-
mented as additive synthesis using the unit generator Klang.ar.

'http://www.techfak.uni-bielefeld.de/ags/ami/
publications/GDH2010-SEW/
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In Figure 2 you find the corresponding SuperCollider synthe-
sis definition.

SynthDef(\continuous,
{ arg out=0, midinote = 60, pan = 0.0, 1g = 0.1,
vol = 0.1, bwf = 1, modf = 5, moda = 0.1;
var klank, harm, amp, phase, freq, sig;
freq = midinote.midicps;
harm = Control.names([\harm]).kr([1,2,3,4,5,6,7,8,91);
amp = Control.names([\amp]).kr(Array.fill(9,{1}));
phase = Control.names([\pi]).kr( Array.geom(9,1,9).reverse.normalize);
klank = DynKlang.ar(
“[harm.1lag(@.1)*freq.1ag(@.1),amp.1lag(@.1),phase.lag(@.1)]);
sig = LPF.ar(klank, freq*bwf);
OffsetOut.ar(0,
Pan2.ar(sig * AmpComp.kr(freq.lag(@0.1), 40.midicps),
pan,
vol * SinOsc.kr(modf,@,moda,1) ));
}).load(s);

Figure 2: The SuperCollider synthesis definition for the con-
tinuous sonification.

The continuous sonification was also the carrier of the in-
formation about the derivative f(z)/dx which was mapped
to an Amplitude oscillation, where the oscillation of the am-
plitude approached 0O if the derivative approached 0. You
find the corresponding implementation detail in Figure 2 as
SinOsc.ar (modf, 0,moda, 1).

4.3. The Difference between Positive and Negative f(z)

For the distinction between positive and negative function values
f(x), the sound was send through a 2nd order Butterworth lowpass
filter, LPF . ar, that allowed to control the brightness. By control-
ling the cutoff frequency (5 or 2.5 times the base frequency) two
different brightness modes were selected, with the brighter one in-
dicating positive function values.

4.4. The Acoustic Boundig Box

For the upper and the lower limit of the bounding box noise was
send through a band pass filter (BPF). The metaphor of upper and
lower was mapped to high and low for the center frequency of the
BPE. The center frequency for the upper limit was set to 5000,
and for the lower 200 Hz. The noise source was played back on
the actual x position within the stereo panorama. The left and right
bounding box limit was indicated through noise played back on the
corresponding stereo channels. For all the functions the bounding
box was set from —10 - 10 in = and —5 to 5 for f(z).

We think that the acoustic bounding box is particularly instruc-
tive at singularities, where the function graph would first have a as-
cending frequency, then it would audibly cross the upper bounding
limit, then at the singularity the center-frequency would change to
low and finally the function is audible again at low frequencies.

4.5. Clicks as Tick-Marks on the x-Axis

In order to indicate tick-marks at each integer value on the x-axis,
simple clicks were used. They were synthesized through short en-
velopes over an additive synthesis of 4 overtones with a base fre-
quency of 1.000 Hz . The tick-marks were played back on the
stereo panorama according to their position. The tick-mark at the
position z = 0 was highlighted by n elevated base frequency of
1.600 Hz.
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5. THE EXPERIMENT

Fourteen (7 female, 7 male) blind and partially sighted German
students from the age range 17-19 participated in the study. Seven
participants were blind, four were partially sighted, and three high-
grade partially sighted, as stated by the participants themselves.
For eleven of the participants their vision was constantly restricted
or absent since their birth. Two of the participants with strongly
restricted vision and one blind participants reported a degradation
of their vision over the years.

Figure 3: Photo from the experiment: the test subject sits in the
foreground on the right following the instructions by coauthor —

The experiment was conducted with each student individually
in a quiet room in order to avoid acoustic disturbance. The as-
sisting conductor of the study, coauthor instructed
the students how to use the program SonicFunction. For the
acoustic display, regular headphones were used.

During the instruction period the students were encouraged to
ask the instructor about the meaning of the sounds and the possibil-
ities of interacting with SonicFunction. The instructor made
sure that all acoustic features relevant for the tasks were under-
stood.

The participants were browsing a selected function and re-
ported verbally what kind of features they encountered. Each time
they reported minima, maxima or values for z = 0 or f(z) = 0,
the conductor marked the finding on the keyboard and the data
were recorded in a file.

The students were also asked to guess and describe with
words, what kind of function they thought they heard. At the
end of the experiment they were asked to give feedback about the
program SonicFunction. The participants were further asked
what kind of learning type they are (visual, auditory or haptic), ac-
cording to their preferences for learning most efectively. From the
statements we could concloude, that ten students are visual learn-
ers while the other four are auditory learners.

6. TYPICAL FUNCTIONS AS TEST CASES

The following functions eq. 1 - eq. 6 were selected as test cases for
the participants. The choice was primarily motivated by pedagog-

ICAD-17



The 16th International Conference on Auditory Display (ICAD-2010)

minima
maxima
y=0
x=0

500 | S

400

w

o

(=]
T

time (sec)

200

100

-4.0-32-24-16-08 00 08 16 24 32 40

Figure 4: Example of a typical exploration of f5(z). The function
values f5(z) are encoded in grey. The participant started in the
middle and explored the function to both limits of the bounding
box. Then f(x) = 0, further extrema and finally, x = 0 were
marked.

ical aspects with regards to function analysis.

file) = Plat+1)? -2 €]
f2(x) = 2t+3 )
fa(z) = t*+1 3)
fa(x) = 0.5/t @)
fs(z) = sin((0.2t +3)*)1.5 5)
fe(z) = 1/sin(t) 6)

The function from eq. 1 was selected to introduce the test-
subjects to all the audible features of the auditory function graph.
The values for z and f(z) cover positive and negative values.
Hence the test-subject hears the click for x = 0 and the change
in timbre at the transition from negative to positive function values

f(z) = 0. The minimum at x = —1 makes the LFO oscillation of
the base frequency audible, which is controlled by the derivative
df1(z)/dx.

The second function eq. 2 was used to verify if the test sub-
jects had understood the concept z = 0 as well as the concept of
f(z)=0atz = -3.
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In the third function, the symmetric parabola from eq. 3, test
subjects were asked to identify the minimum and the position with
z=0.

With including function 4 we wanted to find out if test-subjects
were able to make sense of an acoustically represented singularity.

Function 5 was included because we were interested if and
how the precision of the extrema identification depends on the cur-
vature i.e. the acoustic contrast around df (z)/dz = 0.

By including function 6 we wanted to find out how the concept
of minima and maxima is perceived between singularities. These
extrema are located at m/2 - m withm € | — 5,—-3 — 1,1, 3, 5].

The test case functions together with the recorded markers for
f(z) = 0 and z = 0 can be found in Figure 5, the markers for
minima and maxima in Figure 6.
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Figure 5: The test case functions with the f(z) = 0 and x = 0
markers

6.1. Discussion of Figure 5 and 6
6.1.1. Markers for x = 0 and f(x) = 0 in Figure 5:

1. fi(z) shows no markers since its sole purpose was to in-
struct the participants.

2. fa(x) shows that most of the markers were placed around
z = 0 and f(xz) = 0. There were outliers for x = 0. It
seems that ordinary tick-marks on the x-axis were believed
to be the distict tick-mark at x = 0.
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Figure 6: The test case functions with the minima and maxima
markers

3. f3(z), here most of the markers have been placed at x = 0,
again two outliers are found, which suggest similar prob-
lems as in fa(x).

4. f4(x) was areal challenge for the participants since none of
the concepts © = O or f(x) = 0 were explicitly present. In-
terestingly some markers were placed approximately where
the function has the strongest curvature.

5. fs(x) shows that most of the participants became familiar
with the sonification and identified well the tested position
except one person that marked the extrema as f(x) = 0.

6. fe(x) was a similar challenge as f4(z), and no particular
pattern in the positioning of the markers can be found.

6.1.2. Markers for minima and maxima in Figure 5 :

1. f3(z) the minimum was well identified by all participants.

2. fa(z) some minima were wrongly identified were the func-
tion approached the x-axis.

3. fs(x) minima and maxima were well identified. note the
broader distribution at extrema with lower curvature.

4. fe(x) minima and maxima were identified however the
concept of both was confused.
6.2. A closer look on function f5(z)

For the evaluation of the questions regarding f5(x) the first and the
second derivative was calculated as in eq. 7 and eq. 8 respectively.

dfs(x) 3 )2
dfs(z) _
da?

625 ( 25 Cos((3 + %)2) +2(15+ x)2 sin((3 + %)2)) (®)
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By using numerical methods® to solve the equation

' "(*) = 0, values for x were obtained within the interval from
-10 to 10. Those values together with corresponding curvature are

compiled in Table 1.

fs(@)/de =0 | f5(x;)/dz?
T max —8.733 —0.377
To min —4.146 1.131
xs max —0.988 —1.885
x4 min 1.580 2.639
s max 3.799 —3.393
T min 5.784 4.147
x7 max 7.594 —4.901
s min 9.270 5.655

Table 1: extrema and curvature values for f5(x)

7. STATISTICS OF THE MARKER DISTRIBUTION

We calculated for some of the interesting cases the mean value and
the standard deviation for the marker distribution. The results are

compiled in Table 2.
fuction| marker| position| numeric | mean standard
value deviation
fa(z)
Zo 0.0 0.0 -0.378 0.834
Yo —3/2 -1.5 -1.448 0.188
fs(x)
min 0.0 0.0 53710 0.076
o 0.0 0.0 4473 0.376
fs(x)
max —8.733 | -8.640 0.377
min —4.146 | -4.166 0.165
max —0.988 | -0.993 0.106
min 1.580 1.585 0.028
max 3.799 3.806 0.077
min 5.784 5.792 0.038
max 7.594 7.604 0.042
min 9.270 9.295 0.033
fo(z)
min | —57w/2| -7.854 -7.862 0.112
max | —3w/2 | -4.712 -4.666 0.132
min —/2 -1.571 -1.604 0.131
max /2 1.571 1.566 0.208
min 3m/2 4712 4.710 0.190
max 57/2 7.853 7.830 0.151

Table 2: Results for the mean value and standard deviation for
some of the markers in f2(x), fs(x), fs(x) and fe(x)

The high values for the standard-deviation of xo for f2(x) and

for f3(x) are due to the outliers as discussed in 6.1.1. The distri-
bution of the markers around the maxima and minima of fs(z),
which were all treated as extrema, is quite uniform. The function

2such as damped Newton’s Method, as implemented in the software
package Mathematica
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f5(z) is an interesting case. Here we can see how the standard-
deviation of the extrema decreases as we go along the x-axis from
left to right. This seems to correspond to the increasing absolute
curvature of the extrema in Table 1. In Figure 7 a correlation
plot of the absolute value of the curvature against the standard-
deviation cand also against the standard deviation of (zf — z%)
denoted as and & with 2% being the exact position of the extremum
can be found.

w
o2

o

curvature

Figure 7: curvature versus the o and &. It can be seen that low
curvature tends to go with a broader distribution of clicks around
the position of the function extrema

correlation p-value
coefficient
|curvature] —0.7381 0.0366
versus o
|curvature] —0.6905 0.0580
versus &

Table 3: Results from the Spearman rank correlation test

In Table 3 you find the results of the Spearman rank correlation
coefficient and the two-sided p-value for a hypothesis test whose
null hypothesis is that the two sets of data are uncorrelated. If we
accept as a threshold for significance of 5% only the correlation
with o is below. None the less, we think that given the low amount
of data (8 extrema), a general correlation between the curvature
i.e. the acoustic contrast and the precision with which extrema are
identified, can be established.

8. DISCUSSION

Looking at the results from the analysis of the markers set by the
participants, we need to take into account that some of the math-
ematical concepts that were tested had maybe not been properly
understood. One example is the misunderstanding of the defini-
tion of minima and maxima in function fs. Their confusion in fg
might be explained by the fact that the function values for max-
ima and hence their corresponding pitch was lower than the one
for minima. Maximum and minimum seems to have been related
to the absolute function value at df /dz = 0 and not to the sign of
the curvature at that point.

However the evaluation of function f5 lead to interesting in-
sights. The precision with which extrema can be localized depends
on the acoustic contrast i.e. the curvature around the extremum.

June 9-15, 2010, Washington, D.C, USA

If we quickly summarize what the participants reported ver-
bally about function fs, none of them reported explicitly the in-
crease of frequency while exploring f5(x) along the x-axis. In
brief the participants said that the function appears as “something
sinus like”. This is explainable since the functions were all ex-
plored interactively and the progression along the x-axis was not
necessarily constant. Therefore the change in the frequency of os-
cillations between the extrema have not been perceived or inter-
preted by the participants.

9. CONCLUSION

The evaluation of SonicFunction should be considered as a prelim-
inary study of sonified graphs in a real-world teaching situation
with partially sighted. From the experience of using SoniFunc-
tion in school, we can conclude that particularly for students who
are either strongly partially sighted and use media specific for the
blind or who are primarily an auditory learning type, the sonified
functions are very supportive to grasp important characteristics of
a mathematical function. The auditory graphs are especially well
suited to be an alternative offer for strongly partially sighted or for
students who are in the in the process of loosing sight. In these
cases the sense of touch is not yet differentiated enough and those
people often cannot handle braille yet. However auditory graphs
are not meant to be a replacement for tactile graphs, but rather an
addition to them to facilitated understanding for different learning
types.

As far as the sonification design is concerned, we can not yet
prove nor measure its utility, and the experimental results do not
permit to compare our design to other sonification designs. This is
mostly due to the heterogeneous population of our test subjects in
terms of the restriction of their eyesight. Furthermore, the pupils
have initially not been familiar with the idea of acoustic represen-
tation so that this was already a challenge and novelty, although it
was generally much appreciated.

For future studies we therefore consider two directions: (a)
using different sonification designs according to our new Taylor-
based multi-parameter mapping concept with subjects that are al-
ready familiar with the mathematical background, e.g. math stu-
dents, and (b) testing the winning design in a longitudinal study
together with pupils who learn mathematical functions with the
aid of sonification.

From our experience so far we found that the strategy to move
information from the context to the sonification itself is promis-
ing: the integration of the transition from negative to positive func-
tion values as timbre filter leaves the noise stream available for the
bounding box information. The successful integration of deriva-
tives into the sonification is particularly important in case of in-
teractive exploration where it is not assured that the user receives
a proper overview over the progression of the function along the
z-axis with a constant rate and therefore has more challenges to
deduce information such as the curvature.

In summary, SonicFunction introduced a new mapping ratio-
nale and demonstrated hand-tuned contextual elements for the au-
ditory display of mathematical functions for the visually impaired.
We plan to address the open questions in our future research.
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ABSTRACT sensor we employ is on par with a cup of coffee. The whole gyste

costs less than $500. The system is unobtrusive and easifylwo
an athlete, and best of all it requires little calibratione #'e able
to achieve this without expensive measurement apparatzsibe
we match using a relative pattern in the data rather thanlateso
measurement values.

As a case study with a single subject, we had no controls for
validity. Nevertheless, the singular opportunity to testis feed-
back for correcting an athletic movement provides a vakss-
son, and suggests future direction for studies where dgnare
possible.

We present a system that provides real-time audio feedloack t
athletes performing repetitive, periodic movements. Tystesn
synchronizes the temporal signal from a sensor placed oatthe
letes body with a model signal. The audio feedback tellsthiet
how well they are synchronized with the model, and whetheobr
they are deviating from the model at critical points in theiqdic
motion. Because the feedback is continuous and in real-tinee
athlete is able to correct their motion in response to thedsthey
hear. The system uses simple, inexpensive instrumenigtieen-
tire system costs less than $500) and avoids the uses of sxpen
and inconvenient motion capture systems. We demonstratefth
fectiveness of the system with a case study featuring a speder 2. BACKGROUND
that had developed a significant anomaly in his technique.

2.1. Sound in Sport

1. INTRODUCTION Sound plays an important role in sport, generally providiog-

) . - plimentary information to athletes. Naturally occurringuads
In sports, certain movements happen so quickly that it isoatm  |ike a skate blade gliding on ice or a golf club impacting al bal
impossible for a coach to give instructions while an athlsti are common in sport and can influence an athlete [1]. Advances
the process of executing the movement. A golfer performiggl i computing ability allow for all sorts of sport related arfation
swing, a gymnast performing a flip or a speed skater executing o pe analyzed electronically and converted into sound. nRign
a cross-over are examples of movements that through oaditi pace [2], rowing boat velocity[3] and karate movements [#jé
coaching methods are analyzed only after they have beentexec ) peen electronically analyzed and used to control orterea

and adjustments made only on the next repetition. Figurid-il  sound that is communicated back to the athlete. The ability o
trates this problem. Advances in wireless technology, agng subject to mimic the jumping height of another subject usioigj-
power and computing portability now allow for analysis oé$8  fied jumping data [5] shows the potential for sound as a tegchi
fast movements to happen in real time in the sporting enmient. tool.

Sound is the natural communication medium to communicade to
athlete that is already taxing their vision, balance antilléesenses 22 Phase Matchin
to perform their movement. We have developed a computerized =~ 9

sonic feedback system that improves how these rapid andi-repe To compare the strides of a skater with model data, we must
tive movements can be coached. We have focused on the sport ofynchronize two signals, i.e., we must compute the phade shi

speed skating and a unique opportunity to work with one qualetr between the two signals. Measurement of the phase shift be-
athlete who had lost the ability to perform a proper speetirgka  tween two periodic waveforms is a well-known signal protess
cross-over. technique with cross-correlation being the most freqyeusied

We developed a system to aid this athlete using corrective method [6]. A useful variation that accounts for linear -
sonic feedback. Using a sensor, we matched the skatingsifid  mations of the signals is the normalized cross-correlatibinen

our subject to that of a model skater. Using this matchingring- a signal is known to be a sinusoid, a phase-locked loop is d goo
tion we were then able to sonify the data relating to diffeesnor alternative for synchronization of a reference oscillatoan input
imperfections in the subjects movement and communicatetiitt  signal [7]. The method we use, described later, is a noreliz
subject as it was happening. We were able to provide cuesidim  cross-correlation with modification to allow for signalsakad in
and body position information all in real-time. The sonifioa we time and frequency.

produced allowed the athlete to make corrections and ad@rds
on thg fly, something he and his coach were not able to do throug 2.3. Speed Skating
traditional means.
Our system is a cheap and effective alternative to expensiveln speed skating, athletes race counterclockwise arouf@ av-
and bulky motion capture systems. The cost of the measutementer oval consisting of two 100m straight sections and twoni00
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Figure 1: The window for coaching feedback. This sequeno@/slour subject skater over an interval&afduring which time he travels
approximately80m. At 10m/s (36km/h) it is difficult for a coach to see more than one or two singt&est and give meaningful verbal
feedback.

corners. To execute the corners a skater performs a cress-ov referred to asLost Move Syndrome”and although uncommon,
lifting the right skate over top of the left one. A skater wlbr- does occur in elite level sports[8]. Our subject sought Helpugh
form between 6 and 9 cross-overs in a span of 6-8 secondsyas thetraditional coaching methods like video analysis, spdresapists,
navigate the 180 degrees that span the 100 meter cornerefdgu and physiologists and over the course of 14 months was utable
shows a plot of right ankle extension versus time in a cregs-0  improve the problem.
from our model skater. The plot is divided into the three comp The subject was a perfect candidate for the sonic feedback sy
nents that make up a cross-over: tem we have developed. He described his problem as not kgowin
that his toe was about to dig into the ice and feeling like he ha
a disconnect between what he was feeling and what was actuall
happening. His coaches were unable to provide feedback Himu
2. Right Foot in Air: the skater lifts his skate off the ice and orientation of the toe of his blade during the process of thss:
moves it across the left skate (Figure 2 - B), and over. We hypothesized that corrective sonic feedback whald

3. Right Foot Prepares to Push:the skate blade contacts the ~Correct his cross-overs.
ice (the set-down) as the skater prepares to push again (Fig-  We built a system to measure ankle extension and matched the
ure 2 - C). amount of ankle extension during his skating stride to thad o
model. In this way we were able to predict whether his toe @oul
dig into the ice or not on any given cross-over and providécson
feedback to the athlete in advance of the set-down.

1. Right Foot Pushing: the skate is in contact with the ice as
the skater pushes (Figure 2 - A),

Efficient cross-overs are critical to achieve top perforogam
speed skating.

2.4. Our Subject
. . 3. SYSTEM DESCRIPTION
Our subject was unable to perform an efficient cross-ovenate

able to perform component A and parts of component B without 3 1. Apparatus

difficulty, however when he wanted to put his right skate bawto

the ice at the set-down point he would dig the toe of his skizigeh We used a single variable-resistance elastic, depictedjuré 3,

into the ice. This caused loss of speed and risk of crashitg T attached between the toe and shin of our skater (Figure 4g& m

correct motion is to set the right skate blade down evenlyp ting sure the amount of ankle extension at any time. As the athlete

ice. skated, a netbook computer carried in a backpack measueed th
The athlete had previously been able to perform a cross-overelastic’s resistanceR; at 33 Hz. The plot in Figure 2 was ob-

and was a successful, nationally ranked racer. Cross-ougnesa tained from this apparatus. At less than $500, the cost oéotire

routine movement for him but at the start of a recent seasémshe  system is only a fraction of what other options like videodshs

the ability to perform a cross-over properly. This conditis often motion capture or motion capture suits cost. The simplioity
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Components of the Speed Skating Cross-Over
(Right Foot Only)

Set Down

Ankle Extension

A

>
Right foot in air Preparing to
(crossing over | Push
left)

Right foot pushing
(ankle extends at end of push)

Figure 2: The Speed Skating Cross-over - Ankle Extensiosuger
Time. The Cross-over is divided up into 3 components for igjietr
foot. A) The right foot is pushing. The ankle is compressethwi
the knee over the toe for the first portion of this componéittig|
ankle extension). During the end of this phase the anklendste
as the calf finishes the push. B) The right foot is in the aissitag
over the left. The ankle retreats from its fully extendedifims.
During the second portion of this component the ankle coraek b
to neutral or level so that the skate can set down flat on theCge

The right skate is back on the ice, the knee moves back over the

toe and ankle extension reduces in anticipation of the neghp

component. The set-down when the right skate comes back into

contact with the ice is labeled. This plot is from our modedtsk.

the system and little requirements for calibration or tirmasum-
ing manual body measurements make this system practicasér
with real athletes in the sporting environment.

3.2. Synchronization

The most important aspect of our system, is its ability taeaiely
synchronize the subject’'s skating stride to that of our nisde
stride. The following is a description of our brute-force thoal
to estimate the phase of a speed skating stride from a siegt®s
stream.

Let g be the model signal of. samples containing a single
cycle of data from the sensor. ffis ann-sample segment from
on-line sensor data (we use the most reeesaamples when syn-
chronizing on-line in real-time), we can use a correlatiocam-
paref to the model signal, i.e.,

h = f®ug, 1)
n—1

= > fli)g(d). @)
i=0

The magnitude of is a measure of how welf matchesg.

June 9-15, 2010, Washington, D.C, USA

Ro
5V USB Netbook
L etboo
to-D input phidget interface kit <+ Computer
I:{S
waist pack

Figure 3: The sensor circuit: The sensor is a variable tasie
elastic R;s) approximately 20mm in length Ry and Rs form

a voltage divider. 5V supplied by the Phidget Interface Kit
(http://www.phidgets.com) is applied across the voltagéddr.

An analog-to-digital converter in the Phidget Interface Kiea-
sures the voltage acrogg,, thereby measuring the stretch of the
elastic. A netbook computer acquires the digital data frbenin-
terface kit, making it available for sonification.

Figure 4: The sensor installed on the model skater: Theblaria
resistance elastic (a) is connected between a skate lacgheea
toe (b) and an elastic joint-support band (c) (used only stefa
the sensor). In this configuratio?s (and therefore the volt-
age measured by the interface kit) increases with anklenexte
sion. Leads (d) connect the sensor to the phidget interféice k
(http://www.phidgets.com) and netbook computer worn bg th
skater in a waist pack (e). Sound is broadcast through headgh
(not shown).

However, f is periodic, and there is no guarantee that the phase of
f will match that ofg, so we must consider the set of models given

by
g((i 4+ s) mod n), (©)]

where0 < s < n determines the phase shift of the model. Now
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consider the correlation Phase vs. Time for Synchronized Strides

n—1

h(s) =Y f(i)g((i + s) mod n). (4)
1=0
Therefore, phasej of f is
o= % argmax h(s). (5)
and
max h(s) (©) Time

Phase trigger for
sonic events

indicates how wellf matches the model. Note that< ¢ < 1.

Now suppose that we know the shape of each cycle of the sig-
nal, but we do not know the frequency. In this case, we need a
set of modelsg,,, where the subscript indicates the number of  Figure 5: A successful synchronization between model abe su
samples iry,. Thusn determines the period (and therefore the ject. ¢ ramps from 0 to 1 during each stride. Sound events are

frequency) of the stride. The matching function becomes triggered as the skater progresses through the stride.

n—1
h(s,n) =Y f(i)gn((i+ s) mod n). @
1=0
We can determine the correct period of the modekith \
4——1 Sawtooth
R S Trigger Area
7 = argmax max h(s,n), (8) - S \A\ _ / \
e 8 7 W
% A /
and the phase with ' T \\ \‘\
1 = _ \ \
0 = - argmax h(s, ). © foie Eersn \\ / ,
The absolute measurements from the sensor vary with temper- \ ) \
ature, length of sensor, and where it is mounted on the toe and
shin of the athlete. Given that we cannot control these factb \\_\ﬁ
is essential tmormalizef andg with a linear transformation such
that: 1 529.2Hz
()

n—1 n—1 q) ¢1 391.9Hz A

D ogi) =Y fi)=0 (10) i

1=0 1=0 329.6Hz

n—1 n—1
9(1)2 = Z f(z)2 =1 (11) 261.6Hz

Note that a perfect match between skater and model will yield

h(s,n) =1

when f andg are normalized this way.

3.3. Sonification

sonified. We worked within the Pure Data (http://puredafa/)

(12)

Time

Figure 6: Phase is used to identify the window of time (higtnied

rectangle) when we check if the subject is performing anrir
movement. Phases betwegnand ¢, form this window of time.
Ankle extension exceeding the threshold, occurring dupingses
betweenp; and¢, are considered to be incorrect. Incorrect move-

Once the phase is matched successfully the stride cycle @an b ments trigger a corrective sound in the form of a sawtootke.ton

environment to do the sonification. The model stride is didid
arbitrarily into four equal sections. When the phase of thie- s
ject crosses over one of the boundary lines between a sebton
system plays a note. Figure 5 shows a depiction of a suctessfu

stride matching using Equations (8) and (9). We selecteddioe

Any sawtooth tone interrupts the background sine tonesiwénie
marked on the phase graph.

A reliable and accurate phase matching gives us the ability t

focus on any part of the stride. We focus on the problemata ar

tones from a C major chord as the notes. The frequencies of theof the stride for our subject, the period of time immediatetjore
four tones are: 261.6 Hz, 329.6 Hz, 391.9 Hz, and 523.2 Hz Thi the set-down. This is where we singled out variations betwee

produces an arpeggio, helping the subject to naturallyteymize

his stride with that of the model.

the model stride and the subject. We aimed to limit the amount

of ankle extension allowed during this period. A threshaldét
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in the phase interval defined lpyt and¢2 immediately preceding
the set-down. Within this time interval, if the ankle extiemsof
the subject surpasses the threshold, the system producesea-c
tive sound in the form of a sawtooth tone with harsh harmonics
Figure 6 shows a graphic representation of how phase intisma
combined with ankle extension data is used to trigger ctivesc
sawtooth tones. Our system is designed such that the thdeisho
adjustable and controllable from a base station via wisetes-
work while the skater is skating.

The intensity of the sawtooth tone is directly related to the
amount by which ankle extension surpasses the set threshmold
this way the subject can distinguish small deviations fromex-
pected movement apart from large ones. Because our ankle-ext
sion measurements are relative rather than absolute, ueteea
intensity of the sawtooth tone in proportion to the maxinesd-
ings from the sensor.

The resulting system produces a rhythmic arpeggio of conso-
nant sine tones when the skater matches the model, but ghange
a harsh sawtooth tone when the skater deviates at critigatisoo
the stride. The intensity of the harsh sawtooth tone is ptapwl
to the degree of deviation.

4. TESTS

We worked with our skating subject for a period of two months
with approximately two one hour training sessions per wddéie
athlete also conducted his regular training regime and etedp
in a number of competitions during this time. We aimed to have
the athlete use the system for as long a continuous periocgas w
practical during a session. Ultimately we determined th#hd
as many 3 - 4 lap repetitions in the one hour ice time was the
most practical training method. Four laps last approxitya2es
minutes total.

Speed Skating is physically demanding and we had to work
within the abilities of the skater. Skating for 2.5 minuteslahen

June 9-15, 2010, Washington, D.C, USA

Speed Skating Cross-Over Before Training

Set-down

Ankle Extension

Jagged lines
\ indicate instability

Time

Figure 7: The skating stride of the subject before trainiNgtice

the jagged movements at the set-down resulting from skadéa-
bility when the toe of the skate blade digs into the ice. Inagah
the abrupt changes in direction on the graph and lack of dmoot
curves indicate a lack of flow in the skating stride.

ent instructions than what was given during corrective fee#t
training. We used the system and the sawtooth tone to create
awareness about how much ankle extension was allowed. This
time the skater was instructed to purposefully create thecsh

tone. During Component B, labeled in Figure 2, when the right
skate is in the air, the skater was instructed to extend Hieean
pointing his toe towards the ice (creating the sawtooth )tamel

taking a few minutes rest seemed to work the best. We had hopedhen lift his toes back up until the sound stopped. After this

to try training for continuous periods in the 10 minute ragg® -
20 laps) but that was not practical for our situation.

We progressed through three different training methodmgdur
the two months. We used our observations and feedback frem th
athlete to make necessary adjustments.

4.1. Corrective Feedback Training

The first training method we used was a corrective feedbaelyse
as described in detail in Section 3.3. Figure 7 shows theestibj
skating stride before any training. We set up a thresholdhen t
amount of ankle extension allowed in the period immediabely
fore set-down as shown in Figure 6. Exceeding the thresteld r
sults in a sawtooth tone. The skater was instructed to tryaaa

making the sawtooth tone. We began with a modest threshold,

slightly less ankle extension than what the subject wasdjrelo-
ing. We gradually decreased the threshold allowing lesslessl
ankle extension until we reached a level that would resuatdor-
rect cross-over.

4.2. Awareness Feedback Training

The second training method we attempted required no dttesat
to the hardware or software that was used in the correctizd-fe
back set-up described above. The skater however was giffen di

skater would attempt to finish his stride regularly by pratieg to
set his right skate back to the ice. The skater did not skate no
mally doing this, it was a modified skating stride that alloWem
more time with his right skate in the air. The skater went slow
and was more upright to allow for this additional movement.

The sawtooth tone was used to increase awareness about the
expected movement. As the skater became comfortable wath th
movement, the threshold on the sawtooth tone was decre@ised.
aim was to reduce the threshold until the purposeful extensf
the ankle was gone and the athlete, using his new found aessen
of the correct amount of ankle extension, was left doingesxirr
Cross-overs.

4.3. Instruction Based Training

The final training method we used changed from a reactivesyst
to a proactive system. Rather than giving feedback afteaiiée
extension exceeded the threshold, we provided a prompigete
skater when we though he should extend his foot to meet the ice
We tried to manufacture the set-down point. The aim here was t
not allow the athlete enough time to extend his ankle beybed t
threshold. Instead we prompt the athlete to set-down béfeleas
made the incorrect movement. There no longer was a coreectiv
feedback aspect but rather we used the phase matching atform

to determine when we thought the skater should try to set duosvn
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foot.

We produced a bell tone at what we thought was the appro-
priate moment to start setting the right foot on the ice. Thater
was instructed to extend for the ice with his right skate eaule
he heard the bell. We did not want to allow the skater enouga ti
to extend his ankle pointing his toe to the ice. With enougimtr
ing the manufactured set-down point would become the &tklet
natural movement.

5. OBSERVATIONS

5.1. General Observations

The model stride, which is shown on the graph in Figure 2, from
a speed skating perspective, is aesthetically pleasinguging on
the area around the set-down the model stride is smooth aoitide
of abrupt changes in direction. Comparing this to the suljec
stride before training, shown in Figure 7, we see the gragh ha
plenty of abrupt changes in direction indicating inefficien-ice
movements and skater instability.

It is important to note that the subject had problems with his
cross-overs during a continous 14 month span. During timis Lie
repeatly executed incorrect cross-overs and that indomewe-
ment became ingrained into his motor pattern. Knowing that t
subject had tried many different possible solutions to pinislem
without success, we entered into our training with modeeate
pectations. Contrary to those expectations, the athlsigalied
improvements much sooner than we anticipated.

Upon training with the system the aesthetics of the athdete’
stride quickly improved. The abrupt and extreme variationesn-
kle extension were muted and in some cases we achieved ffawles
set-downs. A flawless set-down was something the athlete was
unable to achieve during the previous 14 months.

Common throughout testing were the arpeggio of background
sine tones. One of the first improvements we noted with the ath
lete was an amelioration of the subject’'s cross-over. When w
first started with the subject one of his cross-overs laggdoi-
mately 1.3 seconds (42 samples at 33Hz). The duration ofeatyp
cross-over from our model was closer to 1.5 seconds (50 ssmpl
at 33 Hz). The skaters were skating approximately the saeetisp
The model was covering more ground per cross-over than dudr su
ject. Almost immediately the subject modified his skatingesto
mimic that of the model in terms of stride duration. This ioye-
ment was persistent in all training methods. We attribute the
subject using the arpeggio of background sine tones to miaint
the rhythm of the different components of his stride. Ourjescib
agreed: “this device was highly successful in helping meéexeh
a more efficient and fluid stride pattern while skating”.

5.2. Corrective Feedback Training

Corrective feedback training produced a stride that wagangad
from what the skater was doing previously. However it seeored
par with what the skater was able to achieve using prior nustho
During this training, the skater was attempting to pull laisg up

to make the sawtooth tone go away. This was similar to his pre-
vious attempts at pulling his toes up before setting downis Th
time however the intensity of the sawtooth tone would prtiev
badly his toe was about to dig into the ice. He was not ableve ha
a clean set-down but only mitigated the problem. It is evidgn
the set-down in Figure 8 by the jagged portion of the plot that
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Speed Skating Cross-Over during Corrective Training

Set-down

Ankle Extension

Time

Figure 8: The skating stride of the subject during correctiain-
ing. The jagged lines during set-down indicate instability

Speed Skating Cross-Over
(Awareness FeedbackTraining)

Set-down
(excellent)

S

Ankle Extension

Time

Instructed to extend
ankle during this period

Figure 9: The skating stride of the subject during Aware tfres-
back Training. Notice the smooth curves around the set-daown
dicating a flawless set-down. The dotted grey line represant
correct cross-over and what we hoped to achieve by redubing t
purposeful ankle extension.

set-down was not ideal. It is also evident, by a reductiorhin t
jagged portions of the plot, that this set-down is an impnoget
over the set-down seen in the untrained stride (Figure 7).
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Speed Skating Cross-Over
(Instruction Based Training)

1

set-down

Ankle Extension

Time

Skater instructed to
start the set-down

Dashed line is the
desired movement

Figure 10: The skating stride of the subject during Instact
Based Training. The athlete is prompted to start the serdow-
cess while the right skate is in the air. Notice that the &théd-
tempts to do this but reverts back to a more comfortable patte
shown in the highlighted box. The dashed line indicates @dr d
sired pattern of movement. At set-down a change in the dnect
of the plot indicates the skater was not perfectly stable.

5.3. Awareness Feedback Training

Awareness Feedback training produced promising resulsingJ
this training method the skater achieved some flawlesscseis!

as seen in Figure 9. The skater could immediately tell treasbi-
downs were good and described it as the “first successfulset

in 14 months”. The skater moved at a slower pace during this
training to allow time for the deliberate ankle extensioftefpts

at having him skate at a faster pace while doing these exitane
motions were unsuccessful. We were also not able to replibat
flawless set-down without first doing the purposeful ankleex
sion. During this training method two things became clear:

e this training method fixed the problems occurring at the set-
down point, and

e reducing the amount of purposeful ankle extension while
maintaining a flawless set-down required a long training pe-
riod.

The introduction of changes into the middle of the cross-ove
(the purposeful ankle extension), provided awarenesstattiiete
about proper ankle extension. These additional movemeitsg) b
new to the athlete were hard for him to control. It became @i
that we would need more training time for him to become more
comfortable with the extra movement and to eventually elate
it. ldeally we would have continued to pursue these prorgisin
results, but it did not fit the training schedule of the athlet

June 9-15, 2010, Washington, D.C, USA

5.4. Instruction Based Training

During Instruction Based Training we attempted to manufiach

right foot set-down for the subject. We observed some near fla
less set-downs using this training method. This was a veay ch
lenging movement for the athlete, as we were asking him te exe
cute a critical part of the cross-over earlier than he wasstomed

to doing it. We were asking him to execute the set-down bédfere

felt he was ready to do it. This placed a large stress on tHetath

to try to execute the movement when the system wanted but also
to make adjustments so that he was able to execute the movemen
without crashing.

The plots during this movement varied greatly depending on
how the athlete was reacting to the system. In some casethéke
one shown in Figure 10 we see that the athlete attemptedrto sta
the set-down but reverted back to a more comfortable movemen
Results were inconsistent during this training which isestpd
given the drastic changes we were making to the athlete’semov
ments. More training time was necessary to fully evaluate th
method as a solution to our subject’s problem.

5.5. Discussion

Due to time constraints with the athlete, we evaluated aod pr
ceeded through the training methods very quickly. The sketd
attempted many different solutions to the problem prioniptest-

ing. We were familiar with the level of skating the athletedha
achieved with other methods and if we determined our metiebd d
not produce better results than what we had previously seen w
quickly moved on.

We are confident that if we had continued working with the
athlete we would have continued to see improvements in the
skater's cross-overs. The athlete tried many methods t@ctor
his skating and about our system he commented "This devise wa
the only thing that was able to improve my skating.”

The athlete raced a number of times during the two months
we were involved with him. The aesthetic improvements he was
making did not show up as improvements in racing time. He did
not wear the system during racing but did try to incorporate t
same things he was working on during our training sessions. |
the days leading up to a race we did not work with the athlete as
he was busy with race preparations.
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ABSTRACT

The wearable sensor and feedback system presented in f@s pa
is a type of audio-haptic display which contains onboardsses)
embedded sound synthesis, external sensors, and on thadked
side a loudspeaker and several vibrating motors. The sedcall
“embedded sonification” in this case here is an onboard 1&) wi
implemented sound synthesis. These are adjusted dirgctlyeb
user and/or controlled in realtime by the sensors, whicloarthe

Thomas Hermann

Ambient Intelligence Lab
CITEC - Cognitive Interaction Technology
Bielefeld University
t her mann@ echf ak. uni - Bi el ef el d. de

ded data analysis. Many established motion capturing tdohn
gies for complex movements, most are less mobile and not-wear
able. One further disadvantage of the existing systemeistigh
complexity, for instance they demand high-speed cameraki-m
channel audio systems or the fixation to a special room orgabo
tory. Some combinations of our system and the before mesdion
ones promise interesting synergetic effects, but thesaatreon-
sidered in this paper.

board or fixed on the human body and connected to the board via

cable or radio frequency transmission. Direct audio outtantile
feedback closes the loop between the wearable board andehe u
In many situations, this setup can serve as a complemenstalvi
output, e.g. exploring data in 3D space or learning motioth an
gestures in dance, sports or outdoor and every-day aetviti

A new metaphor for interactive acoustical augmentation-is i
troduced, the so called “audio loupe”. In this case it medes t
sonification of minimal movements or state changes, which ca
sometimes hardly be perceived visually or corporal. Thésfar
example small jitters or deviations of predefined ideal gest or
movements.

The presented wearable device is simple and robust and very
cheap compared to visual screens, projectors, multi-caaun
dio systems on the output side or video cameras and micreghon
on the input side. Furthermore it is easy to use and instdie T
devices can be cascaded to a complex system e.g. attachiéd to d
ferent body parts or more than one person. In combinatioh wit
data processing methods, using external computers ottlglinee
plemented in the onboard chip, the wearable multi- sensacee
provides new possibilities for research in motion captyrihu-
man comunicaton and manual learning. No complicated extern
cameras or CAVEs are needed. The lightweight and wearabilit

Our system is easy to use, it even allows operation without of our system allows unhindered movements in 3D space and en-
an external computer. In some examples we outline the benefit ables applications in many fields, such as sports, arts artl mu

of our wearable interactive setup in highly skilled motiearning
scenarios in dance and sports.

1. INTRODUCTION

This project presents wearable sensing, embedded soioificatd
vibrotactiles, in the form of a wearable audio-haptic dagplThe
auditory displays, according to Kramer, p. 7-10 [1], pr@ddev-
eral advantages and even more in conjunction with othetalisp
in our case tactile feedback. These benefits are, accordiffg t
p. 9, just to name a few, “increase in perceived quality, anbd
realism, learning and creativity and lower computatiomajuire-
ments”.

Further the system provides real-time feedback in an aicoust
and tactile form by means of closed-loop interactive soaiifom
(see fig. 1) according to Hunt [2], Hermann [3] and haptic Feek
according to MacLean [4] and Morris [5]. Information is ceged
acoustically as well as haptically and by useful combinstiof
both.

media to name a few. Similar technology has been first demon-
strated in haptic augmentations and sonifications for eatitins
for musicians in [6] and [7], since it (a) doesn’t affect thisual
sense, occupied e.g. by the communication between penfsmane
performers and audience, (b) doesn't disturb in bang Seasit-
uations such as performances, (c) allows to relate feedbémk
mation in the tactile and acoustic medium, so that these itapb
feedback possibilities are extended and trained supportiven
more, external instructions from the teacher, trainer &iedcom-
puter or other users can be transmitted directly and unsibily
in these audio-haptic feedback channels.

Our sensor setup is also designed for motion and gestures in
general. Several approaches of interactive gesturest.exsisly
approaches by Hermann [8], Verfaille et. al. [9] show firgtad
and setups. In our application section we describe the wrice,
sports and ideas about data exploration. In the case of dance
which are used to coordinate to music, sound and rhythm; soni
fication can depict complex dependencies between actiomeand

Our setup is a new approach and method for movement andaction. Accordingly these dependencies can be understagidre
posture measurements in 3D-space. The wearable senshmg tec through listening. Examples of dance training and learstenar-

nologies further provides the user the possibility of ae-sind

ios for teacher to student or self assessment and analysiarfice

real-time measurements of movements and postures and embedmnotor skill learning are shown.
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Figure 1:Overall closed loop feedback

2. DESCRIPTION OF THE WEARABLE DEVICE

Our wearable sensor setup is similar to the work describgd]in
but here the system is not tool-integrated and consists myptad

a 5 degrees-of-freedom (DOF) sensor, meaning 3 axis aatieler
sensors and 2 axis gyroscopes. But also of different goriense
(see fig. 3 and 4) and shoe integrated foot switches (see fig. 2)

2.1. Sensor Setup

Our easily relocatable flexible sensor based system isetiviisto

the following 3 parts: Input (Sensors), Atmel IC and outpati¢-
speakers and vibrotactiles). This wearable setup allowplsius-
age, with or without the need of an external computer. In this
contribution different employed sensor types will be présd, to
show the possibilities and usage in several applicationasi@s.

The sensors are:

June 9-15, 2010, Washington, D.C, USA

e Semi-flexible goniometer.

The whole setup can be fixed simple and situational on the
body of any person or dancer and adapted to special traifting s
uations and problem statements. Due to the higher scanréng f
quencies of the sensors compared to most visual sensieg-bps
proaches, such as for instance fast movements like jumpegeor e
pirouettes can be examined at high accuracy.

2.1.1. Foot Switches

Several approaches of sensors in shoes and soles exisly foost
medical observations and gait analysis like in [10] [11] &ha].

In this paper, two insole soft pad switches in each shoe a&d us
for simple foot position and movement detection. Especifat
jumps it is important to know, when the feet leave the floor.

=

Figure 2:Insole soft pad switches

In our setup, two foot switches (see fig. 2) are integrateal int
each shoe. This allows contact detection and weight digtab of
the feet and e.g. investigations on how and when “losing &me c
tact” to the floor during jumps. The dimension of the basicsses
we use are now between 2x2x0.5cm and 5x5x0.5cm, embedded
into foam plastic.

2.1.2. Goniometers

A goniometer is an instrument which measures an axis andrang
of motion, or the angle or rotation of an object preciselywtibe
attached axis between two connected arms or small sticks.

Our self made goniometers are equipped with a potentiometer
and used for joint angle measurement. This is a very precide a
cheap sensor, easy to fix and install. The goniometers pravid
high repeat accuracy, which allows usage for longer periéts
peat accuracy here means, that the goniometers give thessarne
and end value before and after a dance figure or jump, withgut a
“drift”. They can be mounted directly on the body or into theth-
ing, depending on how precise the measurement has to ber In ou
case, the goniometers are fixed to the body and we used them, to
investigate the spatiotemporal correlation between wiffebody
parts, e.g. foot and knee (see sec. 4.1.3).

2.1.3. Accelerometer and Gyroscopes

* 6 DOF sensor, meaning 3 axis acceleration and 3 axis gyro- Tyo |DG-300 dual-axis angular rate gyroscopes from Invesse

Scopes sensors.

e Foot switches integrated into shoes.
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around 1 to 50 ms in length. The wearable embedded synthesize
uses oscillators instead of samples and multiple grainsese are
layered on top of each other all playing at various speedsgha
volume, and pitch. Most parameters can be unfluenced with sen
sor input, so the scope of design is manifold.

Sensor1 Sensor2 SensorN
Input Input Input
L
Figure 3: Flexed knee with go- Figure 4: Streched knee with L
niometer goniometer A/D | Data > Parameter
Conversion Manipulation Mapping
InvenSense is used, a small, thin, low power, complete x-and |
z-axis accelerometer. + * + + *
2.1.4. Hardware, Data Transfer and Battery Decay Pitch Decay Pitch Grain
. . . . . Range Range Size
The basic setup is realized with an Atmel Atmega328 micrecon
troller with 14 Digital I/O Pins (of which 6 provide PWM outpfu I—* |—*
and 8 analog Input Pins. The dimension is 0.73" x 1.70", (1,8 X
2,5cm) allows a small form factor and makes wearabilty easy.
Oscl <4 Pitch Osc2 - Pitch

|

A Granular Loy oyt DA el Audio Out
Synthesis Conversion
Figure 5:Wearable PCB board with loudspeaker

Each sensor-IC node (see fig. 5) works self-sustaining,dut a
ditional Bluetooth data transmission is possible and estepe-
ripherie like computers or more complex soundsystems can be
used.

A small Lithium Polymer (LiPo) battery is directly attached Figure 6:Synthesizer scheme

for power supply. The H-Bridge is an integrated electromicat,
which is in our case used to apply a voltage to the vibratiotonso

The result is no single tone, but a complex sound, that is sub-
and changes the speed.

ject to manipulation with our sensors and switches and the pr
duced sounds are unlike most other synthesis techniquegriy

3. MULTIMODAL OUTPUT AND CLOSED LOOP ing the waveform, envelope, duration, spatial positionl density
FEEDBACK of the grains many different sounds can be produced.

3.1. Sonification and Sound Synthesis 3.2. The Two Basic Sonification Modes

Different sound synthesis models in the area of music tdolg§0 e discern two different sonification types according todhect-
exist to generate sound and music. Beside the analog sound Sy pagss of auditory feedback.

thesis, various digital synthesis methods exist. The masingon

ones are subtractive, additive and frequency modulatiothesgis. 1. Continuous Sonification: This method .al.lows th(? continu-
Further synthesis methods are granular-, wavetable-gptiator- ous control of a movement or parts of it in real-time. The
tion, sample-based and physical modeling synthesis, gusame shaping of a figure” is translated directly into a sound feed
afew. back. Especially the filter-like sound composition sounds
In this paper, the embedded synthesizer (see scheme fig. 6) is appealing and sounds similar to popular musical effects
using granular synthesis similar to [13], which works on thie users are used to listen to anyway.
crosound time scale. Granular synthesis is often used sdraped 2. Case-Triggered Sonification: This means, the sound only
and in analog technology. Samples are split in small piedes o appears, if a certain problem or deviation appears. The
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sonification can be changed and turned on and off manu- and is easy available for around 1 euro. Suitable vibratieguen-
ally, so the dancers have permanent control. This allows cies are around 250 Hz, since fingers and skin are most sersiti

the individual assignment of a specific sound or sound ef-

these frequencies (see [15]). In this paper we present a eesi-d

fect to each sensor or condition, or to group useful sensor oped active vibrotactile feedback system, easy to useiwigjght

combinations.

3.3. Wearable Embedded Sonification

Our integrated and wearable devices have at least oneifbioltd-
speaker. If acoustical feedback occurs, the position in3ihe
space is automatically given through the sound emitted byl&
vice. In result, no complex pointers or 2D- or 3D-sound syste
are necessary to point to the relevant position. The spatiiing
of the humans allows exact and fast location of the soundcsour
without having to turn the head or to change any corporatioosi
Figuratively, every device is an active moving sound souroeet-
ing the human habit of hearing and reacting to noises anddsoun
in everyday life and environments. The directional chanastic
of the built in loudspeakers allows even the acousticalgsitimn

of the gyration of the wrist, which would hardly be possibte t
simulate in virtual sound environments.

3.3.1. Pulse-Width Modulation, digital to analog conversi
and amplification

For audio out, the Pulse-Width Modulation (PWM) outs areduse
Pulse-width modulation uses a rectangular pulse wave wiadse
width is modulated resulting in the variation of the averagkie
of the waveform. A standard digital to analog converter wirc
from [14] is used to receive the analog voltage (see fig. 7)s Th
voltage is amplified with a transistor to drive the loudsmrak

AMP

PWM OUT V out

Figure 7:Digital analog converter with amplifier

3.3.2. Loudspeakers

One or more small speakers are used for audio out. The freguen
range is quite small but the sensitivity of the human eardién t
frequency range is high. It means, the sounds are good t@hear
easy to locate, but the sound quality, caused by the smadiitgu
and form factor (see fig. 5) of the loudspeakers, is low.

3.4. Vibro-Tactile Feedback
3.4.1. The Vibration Motor

Several vibration devices were taken into account, incdgdim-
ple vibration motors, solenoid piezo-electric elementd aoice
coils. Besides the simple control, weight and form factbe t
availability and price have been important criteria for theice.
The left vibration motor in fig. 8 with the dimensions 5x15mm,
lightweight and cylindric shape seemed to be the best comigen
Furthermore, this kind of motor is typically used in mobileopes

ICAD-34

and very flexible attachable to manifold objects and bodyspan
this case two vibration motors are fixed to our board.

Figure 8:Several vibration motors

3.4.2. Listening with the Skin

We call “listening with the Skin” the awareness of local distted
and dynamically triggered vibro-tactile feedback. Therattons
are short rhythmic bursts between 40Hz and 800Hz, whicheis th
sensitive range of the mechanoreceptors in the fingers. Ble d
tance between the two motors is big enough for easy idertdita
which one is vibrating. The amplitude and frequency can e va
ied independently. This allows to evoke more or less attenti
increasing and decreasing of the vibration and at leastifisignt
combinations between the two motors: (1) both motors orm(®)
tor 1 on, motor 2 off, (3) motor 2 on and motor 1 off and (4) both
motors off. As described in Bird [16] the touch-sense feeliba
channel is extended and the awareness of the vibrotaatittoéek

is increased and trained.

3.5. Multi Channel versus Direct Sound

Compared to existing standard audio setups, especially chain-
nel systems, our wearable device is very simple, but very keas
cateable in the 3D listening space. A simple example is, uftyp
to locate an alarm clock just by hearing the alarm, you knory ve
simple and exact, where it is and the sound comes from. On the
other hand, finding the exact position of a sound source iarast
or multi channel sound field, is much more difficult and deamd
of the position of the listener. If there are more than oneqes,
trying to describe the same source, it is already nearly ssibte.

If you perform this tasks with headphones, it is easier, lsutally
headphones are not applicable in many situations.

More advanced technologies like 3D Audio, Spatial Audio,
and WFS systems improve partly the stability of the soundcmu
but again, the complexity and form factor of the equipmergsdo
not fit into the idea of a new, unobtrousive wearable interfac

The developed device can not only be fitted with more loud-
speakers for multi channel audio out, even more than oneabkar
device itself can be fixed on the body or clothes. In this casze
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different sounds from more directions can be provided amd pr
duce interesting interferences. \_/\_/
3.6. The “Audio Loupe”

A conventional loupe or magnifier glass is a [17] “type of mag- e ———— e
nification device used to see small details more closely”thia
paper we introduce the “audio loupe”, a acoustical magngyi
glass for motion, posture and gesture in an auditory formis Th
means: Acoustical time stretching of fast motion, like ahcgc
and, similar to visual zooms, a acoustic zoom in- and outtfanc
to magnify or demagnify positions or movements. If for exéarg
constant movement variies in speed, the deviation is naeperd
physically, but measured and sonified. similar to an “loupe
developed. This approach does not exclude visualisatialh, it
combinations of several feedback channels in future prejaght
provide additional help for understanding and learninge Wiag-

Figure 9:Sensor data of constant correct and incorrect arm move-
ment

e Sonififcation position of the upper arm.

nifying works precisly, especially with the goniometersmal- e Continous sonification of the angular rate changes of the ell
est deviations of a continous movement are detected or eshall bow, or the deviation of the ideal speed.
movements in stagnant postures. This is important in dande a e Continous sonification of the angular rate changes of the
coordination training as described in sec. 4.1. wrist, or also again the deviation.

4. APPLICATIONS In other examples, the device provides feedback, if a certai

point or e.g. height of the hand or foot is reached. This means
a simple way of controlling the quality of the exercise orhtig

One basic idea of this new interactive interface was, toiveca -Ont ¢ - Otk
amount of stretching is reached. Here Continous Sonificdaso

3D audio-haptic feedback in the most easy but realisticcipee
and useful way. In the end, the user and performer should lee ab Used (ref. sec. 3.3).
to set up the device alone, without the support of a techmicia

This will help to increase the acceptance of this new teagieb 4.1.2. Group Dancing and Synchronisation

and methods. In the following, two applications are desctifor

dancing and the data exploration. Further interesstindsfietould In group dancing situations synchronised motion is an irgmor
be learning and improvising music, similar or additionaltte ap- issue and difficult issue to train. It is simplified by measgrthe
plications and systems from Beilharz [18] and Bevilacqu.[1 speed of the angular rate changes. Differences in speedsare d

played in acoustic or tactile form. Here Case-TriggeredifRen

4.1 Dance tion is used (ref. sec. 3.3).
As dancers are used to coordinate to music, sound and rhythm,
sonification in this case can depict complex dependencieeka
action and reaction. Accordingly these dependencies cambe
derstood easier through listening. Examples of danceingignd
learning scenarios for teacher to student or self assessanen
analysis for dance motor skill learning are developed.

The most relyable data in fast motion scenarios and jumps are
the goniometer data. The calculated data of the acceleersend
the gyroscopes still have a certain drift and an infeasiefgeat
accuracy. The professional system of XSense [20] is expensi
too large housings, and not flexible enough, especiallyditaxhal
sensors are needed. The 6-DOF Board is used for tilt deteatio
acceleration measurements of jumps.

Figure 10:Sensor data of two synchronised jumps

The fig. 10 shows a recordings of coordinated movements.
Here again, sonification of the turning points indicates giB-
The specific task described in the following section was the-c  chronisation with one or more dancers. This data are redasité
stant speed of motion in specific planes and lines and singtch two dancers and data transmission via Bluetooth to a stelrapr

The data in fig. 9 show two slow motion arm movements, the top computer. This allows later examination of the data;jmutal
first one a correct movement and the second one an incordeet. T life training situations, real-time audio or tactile feedk inreases
upper line is the goniometer data, the two lines below areathe training efficiency.
celeration data. Here we have the problem, that it is hare¢o s Several aspects of synchronisation and alikeness ardyclear
the difference between the good and bad example, but thersens displayed by sonification:
data mapped to sound in realtime creates useful assistatiidek. ) . . o )

The sensor data of differing speeds in the same motions aie so ® Synchronised starting points at the beginning of the jumps
fied with the following possibilities: e timing of the landing

4.1.1. Constancy of Motion
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e body, foot and leg elasicity of the landing
e posture before and after the jump

4.1.3. Jumps

Another exemplary scenario is a jump in different variasiohe
jumps are not only of good or bad quality, they include snallts
and deviations causing different results. In dance movésreamd
jumps it is usually not only a question of “correct” or "incect",
itis more a "thinking” about complex dependencies betweanynm
parameters to find a final coherent result (see fig. 12). .

H

ts . Measurements in the past,
different trials
12
Influence by
&) B previous trials
ming and Timing and
position position
s . - Q - O -

P B St

Points of measurement,
dependencies in 3D space,
time and rhytm

Figure 11:temporal, local and rhythmic dependencies

This means, certain values are sorted e.g. knee angleser tim
between lift off and point of return in the air. These predq@oints
are sonified during the next, or the further following jumfis
enables the dancer to compare different trials from the ikt
your current jump in realt-time. In both mentioned exampbedy
the maximum values are sonified, to hear the diference betwee
the trials exactly. This acoustical repitition of the pasthis case
jumps, allows efficient online support and investigatiosgibili-
ties during the active training phase.

The basic setup consists of 2 Goniometers, 2 foot switches, t
accelerometer and gyrometer board. In fig. 12 only two of the 1
data channels, meaning two sensors of the left leg sensopdair
ted. The upper line is the vertical acceleration, the lowerils the
angle of the knee. Itis quite hard to see the differencesetth-
rect example (first jump) and the incorrect eaxmple (secor@ o
and only post exploration of the data is possible. With newt
onboard embedded sonification, the differences are moseteas
investigate during the training. This is supported by rec@nder
systems like in sec. 3.7.

June 9-15, 2010, Washington, D.C, USA

time (sec.)

Figure 12: 2 jumps, good and bad version, acceleration versus
knee angle

e Over all acceleration sonififcation.

This measuring method also allows dancers extensive “off-
line” analysis of their movements, if the sensor data aredav
Sonified variations of body parts and joints, differentlsravith
several changes of certain parameters, positive and wegati
progress and dependencies between all of them are shown and
sonified. Audio feedback of different trials, again simitara
loupe, for professional dancers in an auditory form will\pde
more possibilities in the future, the longer this setup s eated.

Different useful combinations of important parametersin 3
space and temporal flow are sonified. Also positive or negativ
skill developments between different trials and rhythrhiaad
temporal synchronization of motion sequences are explared
sonified. Some combinations are:

e Combination of single motion points and sequences (of dif-

ferent trials).
Combination of different trials with important positive oeg-
ative changes.

Combination of different trials with important changestviit
longer and shorter sequences.

A further idea is the reduction of a complex movement se-
quence to small steps and working out of a personal “best case
scenario, to be achieved later again and more and more dfean a
a certain amount of trials.

4.2. Sports/Every-Day Postures and Gestures

Walking with insole e.g. realised by Benocci et al. [21] anshkf

[10] with several pressure senors in the sole of the shoe.s@uir
tem is simplier, as we don’t need the pressure data for our in-
vestigations. Walking, Running, “Rhythmische Gleichmg&®it
und/oder Abweichung davon. Recommender System etc.

e Rhythmical regularity of the single steps
e Regularity of the step size

Fig. 12 shows the sensor data of differing speeds and correct o \easurement of the constancy of the upright acceleration

(the first jump) and incorrect (the second jump) body spriags
distribution in the same motions, with the following sordfion
possibilities:

e Sonififcation of the knee bending.
e Audio cue, when the food leaves the floor.
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Fig. 13 shows data of a leg movement while running with
small rhythmical deviations from a steady running flow. The
“acoustic augmentation” of the running shows the rhythtrieg-
ularity and, even more important, the flow of the motion.
examples a typicall symptom of fatigue is irregularity oé tleg

For
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motion, which can be sonified with continous sonification ases
triggered sonification, if it reacts to abrupt angular rdtarges.

A

Figure 13:Footsteps while running, with knee angle versus walk-
ing speed measurement

5. CONCLUSION

Sonification and haptic feedback addresses, besife thal@snse,
a wid range of feedback channels available. For that end e« pr
sented a multimodal audiohaptic and wearable sensortactys-
tem to support human activity for many possible applicatiorhe
described way of the integration of many sensors and outBsip
bilities are expected to have a positive effect in many liegrace-
narios and multi-sensorial perception. The audio-hagtriback
possibilities demonstrate that changes in movement - ne3®+
space - can be signaled unobtrusively and quite intuitiusiyng
combined haptics and audio as indexical and informatioryway
sign. Even real-time correction or an overdone correctem loe
shown.

Our first impression is that the continuous sensor data based

closed-loop audio-haptic feedback described above woeksand
is quite efficient to direct the attention to improper exéma. As
promising prospect, the system may for example lead toilegrn
aids for visually impaired people, especially as they areentm-
ased to use their non-visual senses to compensate thedagkin
sual information.

The feedback helps to understand quite intuitively, howea sp
cial and complex movement is executed and trained. Furtier d

velopments in augmenting both areas, the sensor and the feed

back side, will show how learning processes can be improndd a
adapted to situated demands in everyday life situationzedtslly
the wrist-mounted device with the multi-modal feedback amui
sensory input is adaptable to different scenarios such sjsarts,
music, dance, games and many more interaction scenarigs. Al
interactive music systems for improvisation are considexgh
this setup.

The "Audio loupe” is a promising method in the field of high
level dance and motor skill learning especially for exariora
and monitoring of progress and hard to understand compleemo
ments and dependencies.
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ABSTRACT

This paper provides a brief overview of the sonification
research conducted by the Solar and Heliospheric Research
Group at the University of Michigan. The team collaborated
with composer and multimedia artist Robert Alexander to gain
a new perspective of the underlying patterns behind recurring
solar wind phenomena. This sonification effort was one in
which a high level of creative freedom was provided to the
composer, while scientific accuracy was maintained through
adherence to the original data set. An interface was constructed
in Max/MSP that allowed ACE-SWICS Level 2 solar wind data
to be graphed visually and represented aurally through both
acoustic and synthesized timbres. This document will explore
the sonification methods behind iteration 1.1, which is a
sonification of solar wind activity from 2003.

1. INTRODUCTION

The solar wind, originating from the Sun and carried into
interplanetary space, is highly dynamic and punctuated by
abrupt explosive events. This dynamic nature provides the
ideal medium to experiment with sonification. Iteration 1.1 is
well suited for absorbing data over a long period of time. The
listener should relax and allow their attention to drift between
the various sounds. The algorithm has been refined to create a
balance between all parts. This balance is punctuated by
Coronal Mass Ejection (CME) events, which are explosions of
vast amounts of material and energy from the Sun.

Upon first experiencing the iteration, it is possible to deduce the
audio-visual correlation by closely viewing each individual data
parameter as seen in Figure 1. These data parameters have
been scaled to make full use of the visual space, and the
maximum and minimum values used for this scaling are
displayed below the data type. The original value is displayed
in a number box to the left of the graphic representation. The
data points included in this sonification are:

1) Helium (He++) density (1/cm”3)

2) Het++ speed (km/s)

3) Carbon average charge state

4) Solar Wind Type (0. Streamer Wind 1. Coronal Hole
Wind 2. Coronal Mass Ejection).

5) Helium to Oxygen (He/O) element ratio

6) Carbon charge state 4+

7) Carbon charge state 5+

8) Carbon charge state 6+
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Figure 1: Visual representation of sonified data.

From Figure 1, the reader can see that some quantities vary
more smoothly and are less variable, while other quantities vary
quite drastically and often in unison with other parameters.

2. IMPLEMENTATION IN MAX/MSP

The data file used in this sonification contains a combination of
2-hour averaged solar wind parameters and 2-hour averaged
charge-state distributions from the Solar Wind Ion Composition
Spectrometer (SWICS) on the Advanced Composition Explorer
(ACE), which orbits at the gravitational saddle point between
the Sun and the Earth. These data sets are provided to the
public by the ACE Science Center (ASC). The data is loaded
into the “text” object in MAX and the “line” message is used to
represent successive data entries. The minimum and maximum
values of each parameter are used to scale the data, which is
then plotted. Any 3 entries can be plotted next to one another
for comparison purposes, and selected data can then be sent
directly to the sonification section of the patch.



3. SONIFICATION METHODOLOGY

The section of the patch that was devoted to sonification began
as a relatively blank-slate, such that ideas could be quickly
implemented. This multi-layered sonification was constructed
through an iterative process of experimentation with various
data mappings. This section will deconstruct each element of
the sonification.

The sweeping wind sound is generated by both He++ density
and speed. The speed parameter controls the cutoff frequency
of a band-pass filter, which causes the “whooshing” noise that
sweeps up and down. The density parameter controls the
loudness of this wind sound, i.e., the higher the density the
louder the wind. The use of filtered noise creates a sound that
is reminiscent of terrestrial wind phenomena. During a CME,
the wind is further amplified and processed with a form of
distortion known as overdrive. This causes the wind to swell in
a more violent fashion. One particularly interesting moment
occurs at 3:05, during an extended CME.

The different charge states of Carbon provide information on
the temperature of the corona; higher charge states originate in
a hotter region of the corona, often associated with CMEs. The
basic vocal ambience layer is created with 6 distinct vocal
layers that each correspond to a charge state of carbon. A
recording of a female voice (alto vocalist Amanda Alexander)
was conducted in a small room with a condenser microphone.
Each note was recorded individually, and each file was
subsequently edited to create one long extremely smooth tone.
The prevalence of one charge state over the other, as
determined by the distribution ratio, is used to modulate the
gain of each vocal layer. For example, charge state 6+ (the
bottom box) corresponds to the higher voices, which are panned
to the left ear (this is easier to distinguish on headphones). As
this charge state becomes more predominant, the higher voice
will stick out.

Carbon charge states 4+ and 5+ are easily discernible by
listening for the absence of charge state 6+. They occur as
lower sets of voices that are panned to the right. The pitch
cluster is reinforced by a set of sinusoidal tones at the same
frequencies; the volume of these tones is linked to the
predominance of Carbon charge state 4+. These tones are quite
soft, but their presence significantly adds to the texture of the
sonification.

The value “C Average Charge State” is represented by another
set of voices that sing in a higher octave. The easiest way to
pick these voices out is to listen during a Coronal Mass Ejection
event; at this time the highest of these voices bends upward in
pitch. A chord composed of an extremely high frequency set of
triangle waveforms represents the He/O element ratio. This
sound can be described as a “glistening,” it clearly stands out
during the CME at 3:07.

Solar wind type is the most readily discernible feature in this
sonification. During a CME the reverb quickly swells to a
much higher volume before slowly attenuating back to the
original volume, which creates the feeling of a sudden
expanse. The difference between Streamer wind and Coronal

Hole Wind is subtler. During streamer wind the level of reverb
is further attenuated, and the chanting vocal ostinato is cut
completely. The soft vocal chanting layer doubles in loudness
during a CME. The bass-line is also played two octaves higher
during a CME; this sound quite muffled.

A Low-Frequency bass tone was generated with a saw-tooth
waveform that traveled algorithmically between a pre-
determined group of pitches. The changes in the bass not only
mark time, but also provide a sense of forward momentum
through harmonic progression (the movement of the bass
creates a pseudo-random progression between I, ii, IV, and vi
chords in C major). The change in pitch happens once every
half sidereal Carrington rotation; two changes in pitch mark one
full sidereal Carrington rotation (25.38 days). To further
demarcate the rotation process, an automated low-pass filter
was applied. The cutoff frequency of this low-pass filter travels
up and down with one full rotation. During one half-rotation
the bass sound becomes muffled (the cutoff frequency is
lowered), and during the other half it is slowly un-muffled (the
cutoff frequency is raised).

4. CONCLUSION AND FUTURE DIRECTION

The team was able to hear complex interactions between
multiple data entries, but has yet to unearth any new findings
from initial experimentations. The sonification work resulting
from this project has gained wide attention due to its aesthetic
appeal and scientific potential. For future iterations the team is
interested in taking on larger time scales. The number of active
sunspots could provide a potentially compelling arc in the
sonification of a complete solar cycle. This sonification effort
is still in its early stages, and the team is hopeful about the
potential of future work in this area.

The technique has the potential for impact in two distinct ways.
First, making numerical solar wind data into music can make it
much more accessible the public at large. This is a long
standing difficulty with data of this sort: While movies of solar
explosions sometimes make into the evening news, few would
consider including a bunch of wiggly lines. This project has
already made strides in this direction, including posting online
videos that includes solar wind composition data. With
continued work, future dramatic sonifications could further
inform non-scientists about the complex behavior of the sun.

Second, sonification has the potential to advance this scientific
field by helping researchers to find patterns and features in the
data that went undetected through other means. Humans have a
well-refined ability to appreciate complex sonic environments
and pick out individual details. The human brain has powerful
pattern-detecting mechanisms; many scientific leaps in the past
have sprung directly from human intuition. Custom-designed
software tools that enabled researchers to build and vary
sonifications in near real time, much like is currently done with
visualizations, = could  potentially  improve  scientific
understanding of the data and lead to new ideas for exploration.
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ABSTRACT

This paper provides a brief overview of the sonification
research conducted by the Solar and Heliospheric Research
Group at the University of Michigan. The team collaborated
with composer and multimedia artist Robert Alexander to gain
a new perspective of the underlying patterns behind recurring
solar wind phenomena. This sonification effort was one in
which a high level of creative freedom was provided to the
composer, while scientific accuracy was maintained through
adherence to the original data set. An interface was constructed
in Max/MSP that allowed ACE-SWICS Level 2 solar wind data
to be graphed visually and represented aurally through both
acoustic and synthesized timbres. This document will explore
the sonification methods behind iteration 1.1, which is a
sonification of solar wind activity from 2003.

1. INTRODUCTION

The solar wind, originating from the Sun and carried into
interplanetary space, is highly dynamic and punctuated by
abrupt explosive events. This dynamic nature provides the
ideal medium to experiment with sonification. Iteration 1.1 is
well suited for absorbing data over a long period of time. The
listener should relax and allow their attention to drift between
the various sounds. The algorithm has been refined to create a
balance between all parts. This balance is punctuated by
Coronal Mass Ejection (CME) events, which are explosions of
vast amounts of material and energy from the Sun.

Upon first experiencing the iteration, it is possible to deduce the
audio-visual correlation by closely viewing each individual data
parameter as seen in Figure 1. These data parameters have
been scaled to make full use of the visual space, and the
maximum and minimum values used for this scaling are
displayed below the data type. The original value is displayed
in a number box to the left of the graphic representation. The
data points included in this sonification are:

1) Helium (He++) density (1/cm”3)

2) Het++ speed (km/s)

3) Carbon average charge state

4) Solar Wind Type (0. Streamer Wind 1. Coronal Hole
Wind 2. Coronal Mass Ejection).

5) Helium to Oxygen (He/O) element ratio

6) Carbon charge state 4+

7) Carbon charge state 5+

8) Carbon charge state 6+
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Figure 1: Visual representation of sonified data.

From Figure 1, the reader can see that some quantities vary
more smoothly and are less variable, while other quantities vary
quite drastically and often in unison with other parameters.

2. IMPLEMENTATION IN MAX/MSP

The data file used in this sonification contains a combination of
2-hour averaged solar wind parameters and 2-hour averaged
charge-state distributions from the Solar Wind Ion Composition
Spectrometer (SWICS) on the Advanced Composition Explorer
(ACE), which orbits at the gravitational saddle point between
the Sun and the Earth. These data sets are provided to the
public by the ACE Science Center (ASC). The data is loaded
into the “text” object in MAX and the “line” message is used to
represent successive data entries. The minimum and maximum
values of each parameter are used to scale the data, which is
then plotted. Any 3 entries can be plotted next to one another
for comparison purposes, and selected data can then be sent
directly to the sonification section of the patch.



3. SONIFICATION METHODOLOGY

The section of the patch that was devoted to sonification began
as a relatively blank-slate, such that ideas could be quickly
implemented. This multi-layered sonification was constructed
through an iterative process of experimentation with various
data mappings. This section will deconstruct each element of
the sonification.

The sweeping wind sound is generated by both He++ density
and speed. The speed parameter controls the cutoff frequency
of a band-pass filter, which causes the “whooshing” noise that
sweeps up and down. The density parameter controls the
loudness of this wind sound, i.e., the higher the density the
louder the wind. The use of filtered noise creates a sound that
is reminiscent of terrestrial wind phenomena. During a CME,
the wind is further amplified and processed with a form of
distortion known as overdrive. This causes the wind to swell in
a more violent fashion. One particularly interesting moment
occurs at 3:05, during an extended CME.

The different charge states of Carbon provide information on
the temperature of the corona; higher charge states originate in
a hotter region of the corona, often associated with CMEs. The
basic vocal ambience layer is created with 6 distinct vocal
layers that each correspond to a charge state of carbon. A
recording of a female voice (alto vocalist Amanda Alexander)
was conducted in a small room with a condenser microphone.
Each note was recorded individually, and each file was
subsequently edited to create one long extremely smooth tone.
The prevalence of one charge state over the other, as
determined by the distribution ratio, is used to modulate the
gain of each vocal layer. For example, charge state 6+ (the
bottom box) corresponds to the higher voices, which are panned
to the left ear (this is easier to distinguish on headphones). As
this charge state becomes more predominant, the higher voice
will stick out.

Carbon charge states 4+ and 5+ are easily discernible by
listening for the absence of charge state 6+. They occur as
lower sets of voices that are panned to the right. The pitch
cluster is reinforced by a set of sinusoidal tones at the same
frequencies; the volume of these tones is linked to the
predominance of Carbon charge state 4+. These tones are quite
soft, but their presence significantly adds to the texture of the
sonification.

The value “C Average Charge State” is represented by another
set of voices that sing in a higher octave. The easiest way to
pick these voices out is to listen during a Coronal Mass Ejection
event; at this time the highest of these voices bends upward in
pitch. A chord composed of an extremely high frequency set of
triangle waveforms represents the He/O element ratio. This
sound can be described as a “glistening,” it clearly stands out
during the CME at 3:07.

Solar wind type is the most readily discernible feature in this
sonification. During a CME the reverb quickly swells to a
much higher volume before slowly attenuating back to the
original volume, which creates the feeling of a sudden
expanse. The difference between Streamer wind and Coronal

Hole Wind is subtler. During streamer wind the level of reverb
is further attenuated, and the chanting vocal ostinato is cut
completely. The soft vocal chanting layer doubles in loudness
during a CME. The bass-line is also played two octaves higher
during a CME; this sound quite muffled.

A Low-Frequency bass tone was generated with a saw-tooth
waveform that traveled algorithmically between a pre-
determined group of pitches. The changes in the bass not only
mark time, but also provide a sense of forward momentum
through harmonic progression (the movement of the bass
creates a pseudo-random progression between I, ii, IV, and vi
chords in C major). The change in pitch happens once every
half sidereal Carrington rotation; two changes in pitch mark one
full sidereal Carrington rotation (25.38 days). To further
demarcate the rotation process, an automated low-pass filter
was applied. The cutoff frequency of this low-pass filter travels
up and down with one full rotation. During one half-rotation
the bass sound becomes muffled (the cutoff frequency is
lowered), and during the other half it is slowly un-muffled (the
cutoff frequency is raised).

4. CONCLUSION AND FUTURE DIRECTION

The team was able to hear complex interactions between
multiple data entries, but has yet to unearth any new findings
from initial experimentations. The sonification work resulting
from this project has gained wide attention due to its aesthetic
appeal and scientific potential. For future iterations the team is
interested in taking on larger time scales. The number of active
sunspots could provide a potentially compelling arc in the
sonification of a complete solar cycle. This sonification effort
is still in its early stages, and the team is hopeful about the
potential of future work in this area.

The technique has the potential for impact in two distinct ways.
First, making numerical solar wind data into music can make it
much more accessible the public at large. This is a long
standing difficulty with data of this sort: While movies of solar
explosions sometimes make into the evening news, few would
consider including a bunch of wiggly lines. This project has
already made strides in this direction, including posting online
videos that includes solar wind composition data. With
continued work, future dramatic sonifications could further
inform non-scientists about the complex behavior of the sun.

Second, sonification has the potential to advance this scientific
field by helping researchers to find patterns and features in the
data that went undetected through other means. Humans have a
well-refined ability to appreciate complex sonic environments
and pick out individual details. The human brain has powerful
pattern-detecting mechanisms; many scientific leaps in the past
have sprung directly from human intuition. Custom-designed
software tools that enabled researchers to build and vary
sonifications in near real time, much like is currently done with
visualizations, = could  potentially  improve  scientific
understanding of the data and lead to new ideas for exploration.

ICAD-42



The 16th International Conference on Auditory Display (ICAD-2010)

June 9-15, 2010, Washington, D.C, USA

EFFECTS OF INTERFACE TYPE ON NAVIGATION IN A VIRTUAL SPATIAL
AUDITORY ENVIRONMENT

Agnieszka Roginska', Gregory H. Wakefield’, Thomas S. Santoro’, Kyla McMullen’
8

"Music and Audio Research Lab, New York University, 35 West 4™ St New York, NY 10012
*EECS Department, The University of Michigan, Ann Arbor, MI 48109
’Naval Submarine Medical Research Lab, SUBASE NLON, Groton, CT 06349
roginska@nyu.edu, ghw@umich.edu, thomas.santoro@med.navy.mil, kyla@umich.edu

ABSTRACT

In the design of spatial auditory displays, listener interactivity
can promote greater immersion, better situational awareness,
reduced front/back confusion, improved localization, and
greater externalization. Interactivity between the listener and
their environment has traditionally been achieved using a head
tracker interface. However, trackers are expensive, sensitive to
calibration, and may not be appropriate for use in all physical
environments. Interactivity can be achieved using a number of
alternative interfaces. This study compares learning rates and
performance in a single-source auditory search task for a head-
tracker and a mouse/keyboard interface within a single source
and multi-source context.

1. INTRODUCTION

The use of auditory cues to help navigators explore unfamiliar
environments is of ancient origin. Horns have led ships through
the foggy seas just as more contemporary portable sound
devices have led the blind through urban environments (e.g.
[41[51[9]). Similarly, spatial auditory displays can be used to
communicate spatial information about a virtual environment to
the user. In this type of interface, locations are represented as
sound sources, and a user may navigate and explore this virtual
environment as they would the more familiar natural
environment.

An important factor in fully-immersive systems is the
degree to which the participant and the virtual environment
interact at the participant’s sensorimotor level. Interaction
supports the participant’s active exploration of their
environment through which they become better oriented
spatially and can, therefore, navigate more accurately.

One of the challenges with virtual spatial audio is the type
of interface used to inject the user into the virtual world.
Hardware for sensing head orientation and position has been
used extensively as a means to track users. However, there are
several issues associated with the use of head-tracking systems —
they are expensive, susceptible to calibration issues, require
more specialized application development, and can’t always be
used in all physical environments. In addition, due to the fact
that many users are unfamiliar with the interface, the head
tracker involves training. An alternate interface is desirable,
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which doesn’t compromise the user experience or performance.
Although the sensorimotor integration between changes induced
in a spatial audio display by other interfaces’ motion may be
less natural, we hypothesize that similar performance can be
achieved with alternate interfaces and correspond to an equally
compelling experience as with a head tracker.

In this study, we propose the use of an avatar interface as
an alternative. The interface involves a mouse and keyboard as a
means to navigate through and interact with an environment.
The mouse controls the x/y position of the listener, and the
keyboard controls their orientation.

We compare the use of the mouse/keyboard interface to the
head tracker interface in a search and navigation task. We focus
on comparing human performance in a search task of a single
source within a single- or multi-source environment with both
interfaces. We explore the differences in the use of the two
interfaces. Through a subjective experiment, we look at how
participants learn to use these interfaces, the effect each
interface has on their performance, and search strategies
developed and used by the participant during a search task.

2. EXPERIMENT

An experiment was designed to assess the extent to which
auditory search in a virtual acoustic environment (VAE) can be
mediated through an avatar interface. The VAE was comprised
of acoustic sources arranged along a circle in an otherwise
anechoic environment. Participants could move and orient
through this environment either directly, by walking and turning
their head, or indirectly, by moving the location and angular
orientation of an avatar on a computer display presented in a
top-down perspective. In what follows, the former will be called
natural mediation and the latter will be called avatar mediation
of user position in the VAE.

The task required that participants locate a source in the
VAE by moving to the location of that source. To acclimate
participants to the apparatus, the experiment was conducted in
two phases. During the training phase, a single source was
presented during a trial and the participant moved from the
center of the circle to the location of the source as quickly as
possible. During the test phase, four sources were presented
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during a trial and the participant was to move to the location of
each source until all four sources were found.

Because it draws upon the standard means by which we, as
listeners, navigate through our environment, we hypothesize that
natural-mediated search will require fewer trials than avatar-
mediated search to reach asymptote for the training phase.
Nevertheless, because both forms of mediation engage a
common representation of auditory space, we expect that the
asymptotic search strategies of each will be similar.

When multiple sources are present, it is not clear how
search times should be affected. An increase in the time it takes
to locate the first source would be expected if the presence of
multiple sources interferes with the cues used to locate any one
source. Alternatively, a participant may choose to minimize total
search time by using a portion of their first search to establish a
general mapping of all the sources before moving to the first
source. In the absence of interference or a global strategy, the
time it takes to locate the first source during the test phase
should be the same as the asymptote reached during the training
phase.

Finally, we are interested in whether some users are
generally faster than others when performing an auditory search
and in the strategies they use. Accordingly, each participant was
tested under both forms of mediation. Half the subjects were
trained and tested first under natural mediation, before going on
to training and testing under avatar mediation, while the other
half underwent initial training and testing under avatar
mediation. We hypothesize that experience in either modality
(natural or avatar mediation) will transfer to the other as
evidenced in fewer trials to reach asymptote when shifting to the
alternative modality and that there will be a high degree of
correlation between fastest and slowest performers across
modality.

2.1. Procedure

For both training and test phases of the experiment, a trial began
with a source (or sources) positioned randomly along a fixed
circle placed horizontally in the 0-degree elevation plane and the
participant positioned in the center of that circle. Participants
were notified by a diotic auditory cue when they arrived within
a fixed radius of the source. During the training phase, a single
source was presented and the participant re-centered him or
herself after notification to begin another trial. Training
continued until a participant’s current and past four search times
had a standard deviation of 2.5 seconds or less.

The test phase consisted of four sources. At the beginning
of a trial, participants were informed which source they should
search for first by a diotically-presented four-second sample of
the selected source. Following the cue, the four sources were
presented and the participant began their search. Upon
successfully locating the first source, the sources were turned
off, and the second cue was presented, after which the sources
were turned back on again. This sequence continued until all
four sources were located.

Once a participant finished both the test and training phases
for one modality, they repeated the procedures for the alternate
modality.
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2.2. Apparatus

Avatar mediation was controlled by a mouse/keyboard
interface. A mouse controlled the position of the participant in
the acoustic space. The left and right arrow keys controlled the
yaw of the participant’s head, in steps of two degrees. Natural
mediation was controlled by a Polhemus Liberty
electromagnetic 6DOF system head tracker, with a 240Hz
update rate. The sensor was mounted at the center of the
headphone band worn by the participant. The tracker emitter
was mounted at the end of an arm placed at least 0.5 m above
the participant’s head. The system was maximally sensitive to
within a 1.5-m radius sphere of the emitter, which is similar in
size to a CAVE.

Yaw and position were sampled at a rate of 10 Hz to drive
a real-time spatial audio system programmed in Matlab using
HRIRs obtained from KEMAR using the NSMRL measurement
facility [2]. Audio streaming was implemented as follows:

* A Matlab timer was programmed to generate a new frame
of audio based on the participant’s current position in the
virtual environment. The timer called on routines to
convolve audio input read from disk using the appropriate
yaw-adjusted interpolated HRIRs and adjustment in
position-dependent gain.

*  Audio was controlled through the PsychToolbox extension
of OpenAL by double buffering. The same Matlab timer
was responsible for querying the OpenAL source to
determine when one of its (two) buffers had finished
playing. The next frame of audio was then loaded into the
spent buffer and re-queued.

HRIR interpolation was implemented by constructing the
minimum phase impulse response of a system whose magnitude
spectrum is determined from a log mixture of the adjacent
measured HRTFs (sampled every 10 degrees) and convolving
the result with an all-phase system using a fractional-delay
method.

Stimuli were presented over Sennheiser open ear HD650
headphones. The listening room was a sound-treated standard
4.5m x 7m acoustic research space in the Music Technology
program at New York University. Depending on the condition,
participants were either seated before the computer console in
which a window with a listener icon was displayed or standing
in the middle of the room beneath the Polhemus emitter.

2.3. Sources and VAE

Four sources were selected from a publicly available database of
audio recordings [7]. Because the present experiment is the first
in a broader study on auditory-guided search through multiple-
source virtual environments, the sources were chosen to be (1)
sufficiently varying in spectro-temporal features, (2) mutually
discriminable, and (3) mutually inconsistent, e.g., unlikely to be
commonly occurring together in naturally occurring acoustic
environment. Among the variety of options, we selected
recordings of a typewriter, street crowd, brook, and
electronic sounds, as might be heard in a piece of computer
music. Each recording was between 23 and 80 seconds in
duration and repeated continuously.
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Stimulus levels were balanced by one of the authors using
method of adjustment to achieve equal sensation level by
determining the detection threshold of one source in the
presence of the other three when presented diotically. These
levels were confirmed by informal listening among all authors.

An inverse square law was used to determine the amplitude
of the source as the participant moved through the environment.
The dimension of the circle in the VAE was scaled so that there
was a 13 dB drop in gain for a source that was one diameter
away from the participant. Under natural mediation, this scaling
created a non-veridical percept as the attenuation within the
VAE is much greater than that associated with a 1.5 m
displacement. The radius of the acceptance zone for locating a
source was approximately 7.5% of the radius of the circle and
was chosen to be roughly within the size of a participant’s
quarter step under natural mediation.

2.4. Subjects

Eighteen paid volunteers participated in the experiment. Half
began with training and testing using the natural mediation
while the other half trained and tested on avatar mediation first.
Training and testing under both modalities took approximately
75 minutes. Each participant completed the experiment in one
session.

3. RESULTS

3.1. Training

Training data was obtained from all subjects before each
interface was used for testing. During the training period,
subjects were presented with a single source and asked to either
physically move to (in the natural mediation), or position their
mouse (in the avatar mediation) at the location of the source.
The search path and amount of time taken for a subject to “find”
the source were measured A minimum of ten trials were
presented. When ten trials were completed, results were
analyzed. If the standard deviation of the last five contiguous
trials was less than 2.5 seconds, it was said that the subject had
reached optimal performance. If optimal performance was not
reached, training was continued until optimal performance was
reached.

Figure 1 and Figure 2 contains an example of search times
for a subject who began training under the avatar mediation
condition. The white bar represents the trial at which optimal
performance was reached. The results for this subject show
evidence of substantial learning before reaching optimal
performance under avatar mediation, but little improvement in
performance over time under natural mediation. For most
subjects, the natural mediation (regardless of whether it was the
first or second training condition) did not exhibit the type of
substantial learning demonstrated when training under avatar
mediation.

The scatter plot in Figure 3 represents the mean search
times, once optimality is reached, for avatar-mediation first (x-
marker) and natural-mediation first (circles). The x-axis shows
the avatar search times, the y-axis represents the natural
mediation search times. In general, there is considerable scatter
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in performance across subjects with some trend towards fast and
slow subjects being such under both forms of mediation. Order
of training does not appear to have an effect: prior exposure to
natural mediation (or avatar mediation) does not appear to help
nor hinder search times achieved under subsequent training.
Finally, when averaged over all subjects, there is no significant
difference between avatar-mediated and natural-mediated search
times.

Training (Mouse)
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af E
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Figure 1 Example of training time results for a subject
using the avatar mediation. The subject was presented
with the Natural mediation first. The trial marked in
white represents when subject has reached optimal
performance.
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Figure 2 Example of training time results for the same
subject as in Figure 1, using the Natural mediation. The
trial marked in white represents when subject has
reached optimal performance.

Results from the number of trials it took to reach optimality
are shown in Figure 4. The scatter plot shows the number of
trials for avatar mediation along the x-axis and that for natural
mediation along the y-axis. As above, results are shown by the
x-markers for those first trained under avatar-mediation, while
circles indicated results for those first trained under natural-
mediation. Out of the 18 total subjects, 5 showed virtually equal
learning times with both interfaces; 7 (4 who used the natural
mediation first, 3 avatar first) reached their optimal performance
faster using the avatar; and 6 (3 avatar first, 3 natural mediation
first) reached optimal performance faster using the natural
mediation.
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Figure 3 Mean search times are shown for the avatar-
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(circles) during the training phase.
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Figure 4 Optimal trial number for the avatar-first (x-
marker) and natural mediation-first (circles).

Training results show that the mean search times for all
subjects for the natural and avatar mediations are comparable:
5.29 sec for the avatar, and 5.11 sec for the natural mediation.
These results suggest that, in the configuration used in this
experiment, the type of interface does not play a role on the
resulting search time.

The search time does not significantly decrease from the
first to the second interface, nor does the number of trials to
reach optimal performance decrease from the first to second
interface. Based on these two facts, there does not appear to be
any transference of performance from one interface to the other.

3.2. Test Results

Results were analyzed separately for (first) target search in the
single- and four-source environments. It is beyond the scope of
this paper to analyze search times and strategies for all sources
in the four-source environment.
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When comparing the search time results between the training
session and the test trials in the single-source environment, we
see similar performance between the two phases of the
experiment. Figure 5 compares training search times (x-
markers) and the test search times (open circles) for the two
interfaces. In most cases, very similar results can be seen during
the test trials, as when optimal performance is reached during
training. In other words, it appears that once a subject reached a
certain level of performance during the training phase, they
managed to maintain this level after a break.
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Figure 5 Error bar plot comparing results of training

data (x-markers) to test data (open circles) for the avatar

(upper) and natural (lower) mediation.
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Figure 6 Single-source environment search times for
avatar mediation-first (x-marker) and natural mediation-
first (circles).

The mean search times during the testing phase for the
single-source environment are presented in the scatter plot in
Figure 6, for the avatar (x-markers) and natural (open circles)
mediation. For many subjects (almost 50%) the search times for
both types of mediation for each subject are very similar. A
subject tended to spend an equal amount of time finding a single
source regardless of whether they used avatar or natural
mediation. This is consistent with our results from the training
sessions, where we saw a similar search time for both types of
mediation. However, when looking at the raw data for all
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subjects for the 1-source context, we see an overall increase in
search time going from the avatar to the natural mediation.
When looking at all subjects, the mean search time for the avatar
is 6.2 sec, and 7.8 sec for the natural mediation. Subjects who
were presented with the avatar first, show a mean response time
of 6.4 sec with the avatar mediation, and 6.9 sec with the natural
mediation. Subjects who were presented with the natural
mediation first have a response time of 6.9 sec using the avatar,
and 8.8 sec using the tracker.

Search times for the first source in a 4-source environment
are similar to those for the single-source environment. The mean
search time for all subjects increases from 6 sec, using the avatar
mediation, to 7.6 sec with the natural mediation. This is
confirmed with subjects who were presented with the avatar
mediation first, where the mean time is 5.9 sec with the avatar
mediation, and 7.2 sec with the natural mediation. Subjects who
were presented with the natural mediation first also exhibit a
similar increase from 6.2 sec with the avatar mediation to 8 sec
with the natural mediation. This overall increase in search times
from the avatar to the natural mediation can be seen in the
scatter plot in Figure 7.
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Figure 7 Search times for the first source within the 4-
source context for avatar mediation-first (x-marker) and
natural mediation-first (circles).

3.3. Search strategies

To further evaluate the subjects’ performance using each
form of mediation, we analyzed the paths taken by each subject
when finding the source. These paths are indicators of the search
strategies used by the subject, and give us insight into how well
the user’s spatial knowledge of the interface is being utilized. In
his study of navigation behavior, Tellevik [5] found that a
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listener’s search strategy changes over time as a result of
learning. Many virtual environment and spatial cognition
researchers (Buechner et. al [1], Hill et. al [3], and Thinus-Blanc
& Gaunet [7],) have classified spatial search patterns into those
that indicate novice search performance and those which
indicate a more experienced search technique. It is by these
classification schemes that we have categorized each subject’s
path data. Figure 8 shows an example from our data of a path
that would be classified as a novice (left) strategy and a path that
would be classified as an experienced (right) strategy.

Figure 8 Classification of search strategies. The path on
the left is classified as a directed random strategy and
the path on the right is classified as an enfilading
strategy.

Figure 9 shows the frequency of usage across subjects of an
experienced search strategy during training. Subjects using
natural mediation who trained first under avatar mediation
exhibited the highest proportion of experienced search
strategies. This trend can also be seen in the frequency of usage
results during the test phase of the experiment as shown in
Figure 10. Subjects using natural mediation, who trained on the
natural mediation first also exhibited a high proportion of usage
of experienced search strategies, although slightly lower than
that of the subjects who trained first under avatar mediation. For
the single-source environment, subjects who trained on the
natural mediation first, when moving to the avatar mediation,
showed a decline in performance. The subjects in this condition
began the test, using a high proportion of sophisticated search
strategies and later ended the test, using the least proportion of
experienced search strategies.

Figure 11 examines the usage of an experienced search
strategy to find a single source in the 4-source environment.
Here, we can see that performance is very similar under natural
and avatar mediation: there is no performance difference in the
usage of sophisticated search strategies for either form of
mediation.
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Figure 9 Usage of an experienced search strategy while training
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Figure 10 Usage of experienced search strategy in 1 source context environment
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Figure 11 Usage of experienced search strategy in 4-source context environment

4. DISCUSSION AND CONCLUSIONS

This paper presents results of an experiment that compares
search times and strategies of an avatar and natural mediation
interface when finding one source within the context of a single
and four-source auditory environment. Results from the avatar
and natural mediation training and test phases of the experiment
suggest that, although the training trends for the two interfaces
are different, the resulting search times are similar.

Results from the training phase, during which subjects
familiarized themselves with each interface and the task, show
that in many cases, the number of trials necessary to reach
optimal performance with each interface was similar. However,
looking closely at the trial data we notice that there is clear
evidence of learning to use an avatar to interact with the
acoustic environment. . Such steep learning curves were not
seen in most subjects under natural mediation. These results are
independent of whether the avatar mediation was presented to
the subject as the first or the second interface and suggest no
transfer of experience across the two interfaces.

The asymptotic search times achieved during training were
very similar in both interfaces. During the testing phase we saw
an increase in the search times in both the single and multi
source context conditions (from 5.29 sec to 6.2 sec with the
avatar, and from 5.11 sec to 7.8 sec). Although the training and
test search times in most subjects were very similar, in a few
subjects we observed an increase in search times in the testing
phase of the experiment, which could be due to fatigue. Further
testing is needed to validate the cause of the search time
increase.
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Regardless of the number of sources in the context (one or
four sources), results show nearly identical search times. This
suggests that the number of sources in the background does not
create a distraction for the subject, at least for finding the first
source. Further analysis is needed to describe search times for
the remaining sources in a multi source context.

Congruent with the search time data, the search strategy
data also indicate that there is no clear difference in the quality
of a user’s search strategy under natural mediation compared to
avatar mediation for finding a single source in a four source-
environment. Small differences exist in the proportion of
experienced search strategies used, while training as well as in
the one source environment. Although these differences can be
teased out, they are not significant enough to suggest that one
form of mediation is significantly superior to another.

The experiment was setup in a room where the physical
configuration and the limitations of the sensitivity and range of
the tracker used in the natural mediation limited the physical
space during testing to a radius of 1.5 meters. Although we have
not performed any testing in different sized configurations, we
speculate that the size of the effective area during the testing
was one of the contributing factors to the similar time scales of
the results. Had the area been much larger, the physical
constraints of human movement would have most likely
produced different results, as it is doubtful, for example, that a
virtual acoustic source placed somewhere in a football field
would be found by most players in under 10 seconds! The key
finding of our experiment is that the only penalty in using an
avatar to explore one’s acoustic environment is that of learning
to use the interface in the first place. Once learned, participants
appear to use it as effectively as they would their own bodies in
exploring a new acoustic space.
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ABSTRACT

In many applications, the primary goal of a spatialized audio cue
is to direct the user’s attention to the location of a visual object of
interest in the environment. This type of auditory cueing is known
to be very effective in environments that contain only a single vi-
sual target. However, little is known about the effectiveness of this
technique in environments with more than one possible target lo-
cation. In this experiment, participants were asked to identify the
characteristics of a visual target presented in a field of visual dis-
tracters. In some conditions, a single auditory cue was provided.
In other conditions, the auditory cue was accompanied by one or
more audio distracters at different spatial locations. These con-
ditions were compared to a control condition in which no audio
cue was provided. The results show that listeners can extract spa-
tial information from up to three simultaneous sound sources, but
that their visual search performance is significantly degraded when
more than four simultaneous sounds are present in the stimulus.

1. INTRODUCTION

In many practical applications of virtual audio displays, the pri-
mary purpose of the spatialized auditory cue is to direct the user’s
attention to the location of a target object so a positive visual iden-
tification can be made. In situations where the visual field is clut-
tered and the target object is difficult to distinguish from other
visual objects in the environment, dramatic reductions in visual
search time can be achieved simply by turning on a broadband
sound at the location of the target. For example, Bolia et al. [1]
examined the benefit of audio cueing as a function of visual scene
complexity by manipulating the number of visual objects in the
scene (i.e., the set size). In a two-alternative, forced-choice task,
the subjects were to detect and identify which of two target light
arrays was presented on each trial. They found that, when no audio
cue was presented, visual search times increased with increasing
set size, consistent with a limited-capacity attentional process in
which an observer must serially scrutinize each display element
individually. However, when an audio cue was presented from the
location of the target, response times were significantly reduced
relative to the no-cue condition (by up to 93%), and were essen-
tially independent of set size, suggesting that the benefit of provid-
ing an auditory cue that is spatially coincident with a visual target
not only reduces target acquisition times dramatically, but in fact
changes the nature of the search strategy. Specifically, the salience
of the auditory cue leads to searches that are more characteristic of
parallel search processes, and thus are essentially independent of
set size.

Douglas S. Brungart

Army Audiology and Speech Center
Walter Reed Army Medical Center
Washington, DC
douglas.brungart@us.army.mil

From these results, it is evident that a continuous spatialized
audio cue at the location of the target is almost always an advanta-
geous display strategy in cases where the listener’s visual attention
should be directed to a single known location in space. However,
the situation gets more complicated in cases where it is necessary
to cue more than one target location at the same time. This might
occur because the range of possible target locations has been nar-
rowed down to one of N possible locations, or it might occur be-
cause more than one simultaneous target exists and the relative pri-
ority of each target cannot be determined without visual inspection
by the operator. In either case, care must be taken in determin-
ing how to provide spatial auditory cues at the location of more
than one simultaneous target. The simplest strategy is to turn on
a different independent continuous sound source at each poten-
tial target location. However, each additional simultaneous sound
source will reduce the localizabilty of the individual sources in the
mixture [2], and as a result one would expect the advantage of
audio cueing to decrease as the number of cued target locations in-
creases. In the limit, one would expect performance to deteriorate
to the point where no measurable advantage in search time is ob-
served from the addition of spatialized audio cues at the locations
of the potential targets.

In this experiment, the aurally-aided visual search paradigm
employed by Bolia et al. [1] has been adapted to examine
how visual search times change as a function of the number of
auditorally-cued potential target locations within a set of 50 vi-
sual distracters. The next section describes the experimental pro-
cedures in more detail.

2. METHODS

2.1. Apparatus

The experiments were conducted in the Auditory Localization Fa-
cility (ALF) at Wright-Patterson AFB in Dayton, Ohio (Figure 1).
The ALF is a geodesic sphere 4.3 m in diameter that is equipped
with 277 full-range loudspeakers spaced roughly every 15° along
its inside surface. The ALF facility is connected to a high-powered
signal switching system that allows up to 16 different sounds to
be routed to any or all loudspeakers from a multichannel digital
soundcard (RME).

Mounted in front of each loudspeaker in the ALF facility is
a small visual display consisting of a cluster of four red LEDs
arranged in a square pattern, with each diode subtending a visual
angle of approximately 0.5°. Figure 2 shows an illustration of the
possible modes of these LEDs.
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Figure 1: Auditory Localization Facility used for HRTF collection

Figure 2: Configurations of LEDs used for visual display in ex-
periment. LED clusters with an odd number of active LEDs (1 or
3) were used as visual distracters (left column). An LED cluster
with an even number of active LEDs (2 or 4) was used to desig-
nate the target location. Participants were required to search all the
loudspeaker locations to find the location with an even number of
active LEDs, and then press a button to identify whether the target
had 2 or 4 LEDs active.

June 9-15, 2010, Washington, D.C, USA

2.2. Participants

A total of 8 paid volunteer listeners participated in the experi-
ment, including 4 males and 4 females. All had normal audio-
metric thesholds, and their ages ranged from 19 to 25 (Mean age
23 years). All were screened to have uncorrected 20/20 vision in
both eyes.

2.3. Procedure

The experiment was conducted with participants standing on a
platform in the center of the ALF facility. The participants wore
a headband with a 6-DOF headtracking sensor (IS-900) attached,
and, at the start of each trial, they were asked to turn and face
the front speaker in the ALF facility until an LED cursor slaved to
the participants’ head orientation was activated at that loudspeaker.
They then pressed a button to indicate their readiness to begin the
trial. At that point, two things happened. First, a visual display
was generated by randomly selecting one loudspeaker as the target
loudspeaker and turning on either two or four LEDs at that loud-
speaker location, and then randomly selecting 8, 16, or 50 other
loudspeaker locations as “’visual distracters” and turning on 1 or 3
LEDs at each of those loudspeaker locations (see Figure 2). Sec-
ond, a broadband continuous noise signal was switched on at the
location of the target, and additional, statistically-independent ran-
dom noise signals were simultaneously switched on at 0, 1, 2, 3,
5, 7, or 15 other audio distracter locations. These audio distracter
locations were chosen randomly from among the locations of the
visual distracters. Thus, in the condition with 50 visual distracters
and 8 audio distracters, the 277 speakers in the ALF facility in-
cluded: one target speaker with a continuous noise signal and ei-
ther 2 or 4 active LEDs; seven audio distracter loudspeakers with
a continuous noise signal and either 1 or 3 active LEDs; and 43 vi-
sual distracter loudspeakers with no sound but either 1 or 3 active
LEDs.

In all cases, the participant’s task was the same: search all
the loudspeaker locations with active sound sources for the target
location with an even number of active LEDs (2 or 4), and press a
response button to indicate whether there were 2 or 4 LEDs active
at the target location.

Responses were collected in blocks of 20 trials. On each trial,
the number of audio distracters and visual distracters was ran-
domly chosen. Most of the data were collected in conditions with
50 visual distracters. Over the course of the experiment, each of
the eight participants provided responses in 60 trials in conditions
with 50 visual distracters and 0, 1, 2, 3, 4, 5, 7 or 15 auditory dis-
tracters. They also participated in three visual-only control condi-
tions with 8, 16, or 50 visual distracters but no auditory signals. In
total, a minimum of 700 trials were collected on each of the eight
participants in the experiment.

3. RESULTS

Listeners were instructed to conduct the task as quickly as possible
while ensuring a very high level of accuracy on the identification of
the number of LEDs at the target location. As a result, overall ac-
curacy on the LED identification task was extremely high- listeners
correctly distinguished between target configurations containing 2
or 4 LEDs in 99.82% of all trials.

The more meaningful metric of performance in the task is re-
sponse time, measured from the presentation of the stimulus at the
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beginning of the trial to the time when the participant pressed the
response button identifying the target, which terminated the trial.
Figure 3 shows performance as a function of the number of vi-
sual distracters in the visual-only control condition, where no au-
dio stimulus was presented, averaged across all participants. As
would be expected, the amount of time required to complete the
task increased systematically as the number of visual distracters
increased, suggesting a serial search process. When 50 visual dis-
tracters were present, response time was on average about 8 sec-
onds.

20

Response Time (s)

16 50
Number of Visual Distractors

Figure 3: Response times, averaged across all participants, plotted
as a function of the number of visual distracters in the visual-only
control condition. The error bars show the 95% confidence inter-
vals around each data point.

Figure 4 shows mean response time in the experiment as a
function of the number of audio distracters in the conditions with
50 visual distracters. For comparison purposes, the shaded bar
in the middle of the figure shows performance in the visual-only
condition with 50 visual distracters and no audio stimuli. Again,
as expected, the overall visual search time was found to increase
with the number of audio distracters. Moreover, as expected, the
benefit of having an audio signal at the location of the target dis-
appears after the addition of a certain number of audio distracters.
Specifically, there is no longer a difference between the visual-only
condition and the audio condition when three audio distracters are
added to the stimulus.

What is somewhat surprising about the data, however, is that
performance does not merely plateau when enough audio dis-
tracters are added to the stimulus to eliminate any useful infor-
mation the listener might obtain from the audio cue at the location
of the target. Rather, it continues to worsen, and when 15 audio
distracters were present, the total search time to find the target was
almost twice as long as it was when no audio signals were pre-
sented at all. Importantly, this result suggests that listeners are not
generally able to determine when audio information no longer pro-
vides any advantage in this visual search task. In such cases, one
might expect that the participants would adjust their strategy and
ignore this distracting audio information. Rather, the fact that re-
sponse times continue to increase with the number of sounds sug-
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Figure 4: Response times, averaged across all participants, plotted
as a function of the number of audio distracters in the conditions
with 50 visual distracters. The error bars show the 95% confidence
intervals around each data point. The shaded bar shows mean per-
formance in the visual-only condition with 50 visual distracters.

gests that participants are searching serially through the sounds in
order to locate that sound associated with the visual target. This
means that audio display designers must use extreme caution when
they implement audio displays that have the potential to generate
large numbers of spatialized cues at the same time. The results of
this experiment suggest that the users of these systems may not be
able to accurately determine when the audio information should
be relied upon for a visual search task, and when it should be ig-
nored. Consequently, it seems that there may be some cases where
the provision of additional audio information might actually sig-
nificantly degrade the operator’s performance in complex visual
search tasks.

4. CONCLUSIONS

In this experiment, we examined how well participants were able
to perform a complex aurally-aided visual search task when one
or more distracting sounds were presented concurrently with the
audio cue from the location of the visual target. The experiment
was intended to replicate the kind of scenario that might occur
when an operator is required to investigate more than one simul-
taneous visual target, or when a visual target or threat is known to
be present at one of a small number of possible locations. In cases
where there are fewer than four simultaneous targets, these results
suggest that some advantage can be gained simply by providing a
co-located continuous sound source at all the possible locations in
the target set. However, when more than four target locations need
to be cued, the presentation of simultaneous co-located audio cues
at the target locations actually results in a significant degradation
in performance relative to the visual-only case where no cueing
sounds are provided.

However, it is important to note that these results only apply
to the worst-case condition where the exact same audio cue is pro-
vided at all the possible locations in the target set. While there is
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no guarantee that performance would be improved by other types
of cueing sounds, it is likely that some alternative audio symbol-
ogy incorporating sounds that do not overlap either in time or fre-
quency might be able to produce better performance in this task
than was obtained with the continuous broadband noises used in
this study. We are currently conducting experiments to explore
this possibility in more detail.
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ABSTRACT

An information-theoretic model of azimuthal localization is pre-
sented. The number of distinct source locations that can be en-
coded by a set of head-related impulse response functions (HRIR)
is predicted in terms of information transfer as a function of the
properties of the source signal and a quantization interval that is
related to the level of internal perceptual noise. The model also
predicts how source locations should be distributed in azimuth in
order to maximize the information transferred through the set of
HRIR for a given set of input conditions. The predictions are
related to design considerations for a spatial-auditory display of
beamformed sonar data in which time series associated with fixed
beams of a one-dimensional array are mapped to virtual sources
located at fixed radius from the listener in the horizontal plane.

1. INTRODUCTION

A recent review by Arrabito et al. cites, “the ability to present
sonar beams in a three-dimensional auditory display where the
spatial position of each sonar beam corresponds to the actual po-
sition of the source in the ocean,” as a key research area for en-
hancing the role of the auditory modality in processing of sonar
data [1]. While such an auditory equivalent of a low-level geo-
graphic situation (GEOSIT) display is ultimately limited by the
beamforming algorithm and the physical receiver array, the num-
ber and spacing of the virtual-source locations to which beams are
mapped should be governed by the spatial resolution of human
hearing. Here, a model is developed that predicts and bounds hu-
man azimuthal localization performance based on the amount of
spatial information encoded in a set of head-related impulse re-
sponses (HRIR). A well-defined signal-processing algorithm is de-
scribed which determines the information content of the HRIR as
a function of several variables, including internal perceptual noise
and external source-signal spectrum.

Though direct methods for binaural presentation of sonar sig-
nals have been used since the earliest days of sonar [2, 3], spatial
auditory display of sonar beam data in which beams are mapped
to virtual sources was first mentioned in the open literature much
more recently by McFadden and Taylor [4] and has been a topic of
ongoing interest [5, 6,7, 1] .

A simple and obvious approach for presentation of sonar
beams from a one-dimensional array via a spatial-auditory dis-
play is mapping of the time-series associated with each beam to

This work was supported in part by the Office of Naval Research and
was performed in part while the author held a National Research Council
Research Associateship Award at The U.S. Naval Research Laboratory.

a virtual source located at a particular azimuth on a circle in the
horizontal plane. Such a scheme raises two primary technical con-
cerns. First, it must be known how many independent (virtual)
source locations can be identified, which determines the number
of beams that can be mapped. Second, it must be known how the
virtual sources associated with the beams should be distributed in
azimuth in order to realize the desired level of performance. Two
theoretical questions underlie these technical concerns: How much
azimuthal information about source location can a set of HRIR en-
code and how much of this information can a listener extract? Fur-
ther, how is the information density of a set of HRIR allocated in
azimuth?

To address these questions, spatial hearing in the horizontal
plane is here recast as a communication problem in which scat-
tering from the head and torso, described by the set of HRIR, en-
codes source location. This representation of the problem provides
an information-theoretic framework for the analysis of localization
performance. By postulating coding and decoding in terms of the
coefficients of a particular orthogonal decomposition of the set of
HRIR, the amount of information transferred and, consequently,
localization performance is mathematically determined as a func-
tion of the particular set of HRIR, the source-signal, and, through a
resulting quantization interval, the perceptual signal-to-noise ratio
(SNR). For each set of input parameters the model yields a map
of information density as a function of azimuth, which indicates
the locations of virtual sources required to realize the maximum
information transfer possible for a given set of conditions.

2. INFORMATION-THEORETIC MODEL

The task of identifying the direction of a sound source from the
received binaural signal is similar to the problem of localizing a
radiator in a sound channel from measurements of the sound field
in the channel (i.e., matched-field processing, see, e.g., [8]). In
both cases spatially dependent variations in the impulse response
(of the channel or the scattering from the head and torso) encode
information about source position and one estimates the location
of the source from measurements of the sound field at the re-
ceiver. By recasting this problem as a gridded search in which
the task is identifying which cell of the grid contains the source,
Buck et al. [9, 10, 11] formulated source localization as an uncon-
ventional communication problem and developed an information-
theoretic framework for characterizing localization performance.
Though Buck et al. investigated the standard matched-field prob-
lem of a single-frequency continuous source with the measurement
of the sound field being the vector of complex pressures received
on a vertical array of hydrophones, Gaumond later used a con-

ICAD-55



The 16th International Conference on Auditory Display (ICAD-2010)

structive approach within this information-theoretic framework to
characterize localization performance for a band-limited impulsive
source with the measurement of the sound field being the pressure
time series received on a single hydrophone [12]. It is this latter
approach that is followed here.

In the information-theoretic representation, the identity of the
cell containing the source is the message that is encoded into the
sound field and one estimates the identity of the cell containing
the source based on noisy measurements of the sound field at
the receiver. Note that this formulation, though isomorphic to
more conventional communication problems, is fundamentally un-
like them in interpretation. Whereas the signal transmitted by the
source contains the encoded message in conventional communi-
cation problems, in this problem the source location itself is the
message.

To characterize azimuthal localization performance, assume
that there is a source located on a circle in the horizontal plane with
unknown azimuth © described by the probability density function
pe (). Following Buck, the continuous set of input conditions is
discretized according to 5(6) described by the probability mass
function pg(m) where m = 1,2,..., M — 1, M.

The time series of acoustic pressure at each ear resulting from
a source located at © = 6 are given by

Trefe(0;t) = s(t) * hues(0;t), (1a)

Tright (05 1) = s(t) * hpigne (05 1), (1b)

where s(t) is the source waveform and Ay r.(0; ) and hyigne (05 )
are the HRIR associated with azimuth 0 and the left and right ears,
respectively. These can be represented as a single time series by
concatenating the responses from the left and right ears in a single
time series

2(0;t) = [2iese(0,1) Trigne(0,1) ). @

This received signal is corrupted by internal processes that produce
perceptual and criterial noise [13, p. 458], n(t), which can be
modeled as additive white Gaussian noise (AWGN). The resulting
time series is given by

y(0;t) = x(0;t) + n(t). 3)

While the prior equations are expressed in terms of the continuous
azimuthal variable ©, they are equivalent for the discretized case
when expressed in terms of the discrete azimuthal index (.

In the discrete case, the complete set of HRIR can be rep-
resented as an M-by-N matrix X, where each row of X is the
discrete-time signal of length N given by (2). As in [12] the ma-
trix is constructed so as to exclude initial time-delay because it
does not encode any information about source location. However,
itis constructed to preserve all aspects of z(/3; t) that do encode in-
formation about source location—interaural time difference (ITD),
interaural level difference (ILD), spectral variation and other cues
such as those described in [14]. This is accomplished by sequen-
tially time shifting each z:(m;t) in order to maximize the cross
correlation between the high-energy peaks at the ipsilateral ear
with those of the adjacent z(m — 1;t). Because each x(8;¢) is
shifted as a whole, ITD is preserved.

In this signal-processing approach, the goal is estimation of
the source position as a function of the corrupted signal given by
3) )

B =gly(8,1)). 4)
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In contrast to localization-performance metrics that measure the
mean-square error between the estimated and true source posi-
tion, such as the Cramer-Rao lower bound (CRLB) [8, 15], the
information-theoretic framework characterizes performance by the
probability of error P, in assigning the source to a discrete cell

P. = Pr{ # f3}. ©)

To characterize the information content of the set of HRIR in
terms of a set of discrete states, the time series associated with
each discrete source location given by [ is expanded in a set of
empirical orthogonal functions (EOF) vy, (¢)

N
2(B=m;t) = 2m(t) = Y Cmnva(t), ©)
n=1

such that the information content of the set of HRIR is described by
the set of coefficients {amn}. In this representation each ., (¢)
describes the mapping from one of the M discrete positions in
azimuth described by (3 to a position in an N-dimensional space
given by the vector of coefficients

This expansion is realized by singular value decomposition of the
matrix X
X =USV", ®

where the coefficients au.,,, are given by the product of the matrix
of singular vectors and the diagonal matrix of singular values

11
US = : ©)

QM N

and the EOF vy, (¢) are given by the matrix of singular vectors
V= : . (10)

As Gaumond observed [12] for underwater sound channels,
coefficient vectors a,, are not necessarily unique; some may be
degenerate. The same holds true for the coefficient vectors of the
HRIR. For example, a spherical model of the head yields a set of
HRIR that do not resolve source positions lying on cones of con-
fusion. However, HRIR from a realistic head-and-torso model are
able to encode substantially more information about source posi-
tion (see, e.g., [16] and [17, p. 274]) such that the primary source
of degeneracy is limited resolution of the encoding due to quan-
tization. For human localization this quantization of coefficients
serves as model for the effects of internal noise processes. Ex-
panding n(t) in the same set of EOF

N
n(t) = nava(t), (11)
n=1

yields a set of independent identically distributed (iid) coeffi-
cients 7,, that are zero mean with variance o2. This corresponds
to the uncertainty being uniform in each dimension of the N-
dimensional space to which the HRIR maps source position [3.
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Following Gaumond [12], it is assumed that o> defines the quan-
tization interval po through a multiplicative constant py = ac?.
The vector of quantized coefficients is thus given by

T
Qm1 am N
Cmp=|—"  ——
Po Po

As in the case of a,,, not all ¢, are unique.

The information input into the channel is given by the entropy
of the probability mass function of the random variable describing
source position

12)

Hin = H(B) = — > pa(m)logsps(m).  (13)

m=1

Assuming that all source positions are equally probable (maximum
entropy) yields

ps(m) = 1/M, 14
so that

H(B) = loga M. (15)

This corresponds to 2 (4 ) discernible source positions. The joint
source-channel coding theorem requires that the mutual informa-
tion I(8; B) satisfy

H(B) < I(5;B), (16)

in order to estimate ( with arbitrary small probability of error
(P. — 0). Mutual information can be expressed as

1(8;3) = H(B) — H(B|B), a7

where H((3) is a measure of prior uncertainty about which az-
imuthal cell contains the source and the conditional probability
H(f3|/3) represents that uncertainty remaining about 3 once the
source transmits from cell 3 = m. When all ¢, are unique,
H(B|B) = 0 and H(c) = H(B). Thus, it is required that
H(B) = H(B) for (P. — 0). As in [12] the constructive ap-
proach postulates that the decoding from HRIR to B is done in
terms of the coefficients of a particular orthogonal decomposition.
This is only one possible decoding scheme, motivated more by
mathematical convenience than an underlying verisimilitude to the
actual human processes. Other decoding schemes such as those
described in [17] that are more closely related to psychophysical
localization cues are also possible. However, the decoding scheme
presented here has the significant analytical advantage of produc-
ing a set of orthogonal coefficients. Therefore it is postulated that
B = g(c). The data-processing theorem [18, Thm. 2.8.1, pp.
34-35], then requires that

1(6:6) < I(B; ), (18)
such that for H (c) = H () must hold true for (P. — 0). Because

B = g(c), the output information is given by the entropy of those
L vectors of discrete coefficients that are unique

L

Houw = H() = =Y p(0)logap(t) € [0,H(B)], (19

=1
where p(¢), £ =1,2,...,L — 1, L, is the sum of the probabilities

over all input states 5 = m that result in the ¢th coefficient vector

) =— > pa(m). (20)

mlcp=cm
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If only noise is present

1 m=1
e ={ 5 mIi e
such that H(c) = 0, indicating that no information is trans-

ferred. In contrast, if all ¢ are unique, p(c) = pg(m) such that
H(c) = H(B), which is logaM for equiprobable source posi-
tions. However, if all ¢ are not unique H(c) # log2L because
equipartition of probability over source positions does not corre-
spond to equipartition of probability over unique coefficient vec-
tors when some coefficient vectors are degenerate. This is made
clear by the following reformulation of the information theoretic
error metric given in (5)

P.= > ps(m|m)ps(m)d(m,mm), (22)

(m, 1)

where ps(ri|m) is the conditional probability of the source-
location estimate given the distribution of source positions and
d(m,m) is the Hamming distortion measure

d(m,m):{(l) Z;Z . (23)

Because pg(rir|m) # 0 for i # m if all ¢ are not unique, (22)
indicates that P, > 0if p(m) = 1/M.

3. NUMERICAL RESULTS

To illustrate the theory developed in Sec. 2, consider the set of
HRIR for the KEMAR dummy-head microphone [19]. The set
of HRIR were measured in the horizontal plane at a fixed ra-
dius from the center of the head in 5 deg. increments of azimuth
(M = 72). A small loudspeaker served as the source and transmit-
ted maximum-length pseudorandom binary sequences of length
16383, which were recorded at a sampling rate of 44.1 kHz, re-
sulting in a nominal SNR of 65 dB. The impulse response of the
measurement loudspeaker was removed from the HRIR measure-
ment using a inverse filter calculated from its measured impulse re-
sponse using a Mourjopoulos least-squares technique [20], yield-
ing a response that is approximately flat over the bandwidth of the
loudspeaker.

As in [12] the source waveform is a band-limited impulse.
Four different source spectra are considered, unfiltered, having
the full bandwidth of the measurement system, and three octave-
band-filtered impulses with center frequencies of 250Hz, 1kHz,
and 4kHz. Signal-to-noise ratio is specified indirectly in terms of
the maximum number of quantization levels ¢ for any coefficient
in c. While this avoids specifying the explicit relation between
SNR and quantization interval po, it means that results for differ-
ent source waveforms are not directly comparable.

The analysis for each of the source waveforms is the same: X
is expanded in a set of EOF in order to define a,,,. The vectors of
discrete coefficients are then calculated according to (12) for each
of the 72 source positions for ¢ = 1,2,3,4. In Tables 1- 4 the
number of unique coefficients, the output information given by the
entropy of the coefficients H (c), and the corresponding number
of distinct source positions that can be identified with arbitrary
small probability of error are specified for each value of ¢, under
the assumption of equiprobable source positions. Figures 1 — 4
display the azimuthal distribution of unique coefficients as a color
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(a) g=1 (b) ¢=2
(c) ¢=3 (d) ¢=4

Figure 1: Azimuthal distribution of unique coefficients for the full-
bandwidth impulse.

plot for each of the four ¢ values. In these figures each distinct
color corresponds to a unique coefficient vector. Each value of ¢
corresponds to a set of discrete coefficients c'?), and a set of HRIR
given by

N
(1) = evn(t). 24)
n=1

These data were sonified by sequentially convolving the set of
HRIR with a band-limited noise signal in order to generate a series
of auditory displays equivalent to Figs. 1 — 4. The stimulus sig-
nal was a band-limited, time-windowed noise pulse of 150 ms total
duration with 10 ms raised-cosine onset and offset transitions. The
noise was band-pass filtered to have the same four source spectra
as the band-limited impulses. For each of the four source spectra
and each of the four values of g, the stimulus signal was convolved
in sequence with the HRIR associated with each of the 72 source
positions, beginning with 0 deg. source position and ending at 355
deg. source position. A 150 ms silence was inserted between the
signals corresponding to each source position. The resulting bin-
aural sounds are provided for the full-bandwidth case withg =1,
2, 3, and 4, the 250 Hz octave-band-filtered case with ¢ =1, 2, 3,
and 4, the 1 kHz octave-band-filtered case withg = 1,2, 3, and 4,
and the 4 kHz octave-band-filtered case with ¢ = 1, 2, 3, and 4.
For the 250 Hz octave-band-filtered impulse, the only coeffi-
cient that carries azimuthal information is essentially a measure of
interaural time difference (ITD), as shown in Fig. 5a. Finer quan-
tization simply allows for more values of ITD to be encoded. At
higher frequencies, there are multiple coefficients that carry az-
imuthal information, some of which are symmetric about the me-
dian plane and others that are antisymmetric, as shown in Fig. 5b.
As observed in [16], 2 kHz is roughly the dividing point between
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Figure 2: Azimuthal distribution of unique coefficients for the 250
Hz octave-band-filtered impulse.

the low-frequency region in which temporal cues dominate and
the high-frequency region in which spectral cues dominate. How-
ever, in general, the coefficients do not correspond directly to psy-
chophysical cues such as those described in [14].

Finally, it is important to note that, because a uniform quan-
tization interval is not optimal for the distribution of coefficient
values, the increase in the number of unique coefficients with de-
creasing quantization interval is not strictly monotone.

4. DISCUSSION

Head-related impulse responses encode a substantial amount of
information about azimuthal source location but, in general, the
information density is not uniformly distributed in azimuth. Both
the amount of information and the azimuthal distribution vary as
a function of source signal and quantization interval. At low fre-
quencies HRIR contain primarily ITD cues while, at higher fre-
quencies, HRIR contain additional ILD and spectral cues. How-
ever, given a sufficiently small quantization interval, the azimuthal
capacity of the HRIR exceeds that of the measured set of discrete
HRIR in X, even for the 250Hz octave band considered.

levels unique coefficients entropy (bits)  source positions
1 21 3.6767 12.788
2 60 5.7810 54.988
3 66 5.9823 63.219
4 72 6.1699 72

Table 1: Performance metrics for the full-bandwidth impulse
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Figure 3: Azimuthal distribution of unique coefficients for the 1
kHz octave-band-filtered impulse.

In those cases for which performance is noise (i.e.,
quantization-interval) limited, the number of unique coefficients
is less than the number of source positions. Because the azimuthal
distribution of those unique coefficients does not correspond to the
distribution of source positions, the spatial information transmit-
ted through the channel is less than its capacity. There are two
possible methods for realizing the capacity of the set of HRIR to
encode azimuthal information (i.e., maximize [ (B, B3)). A new
partition of azimuth 3’(6) can be defined such that there are L dis-
crete sources located at §,. Alternately, the probability distribution
pa(m) can be modified to be nonuniform so that p(¢) correspond-
ing to the azimuths with unique coefficient vectors c, are uniform
with probability p(¢) = 1/L V. The first of these two options is
related to the design of a virtual-source array for spatial-auditory
display.

For example, suppose there are eight equiprobable, uniformly
distributed sources but, for a given set of conditions, two source
positions have coefficient vectors that are degenerate so that there
are only seven unique coefficient vectors. Though the output
information H (c) is necessarily less than the input information
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Figure 4: Azimuthal distribution of unique coefficients for the 4
kHz octave-band-filtered impulse.

H(B) = log28 = 3, given a uniform probability distribution for
each source, H(c) = 0.25l0g20.25 + 6(0.125l0¢20.125) = 2.75
is less than the maximum possible information H(c) = log27 =
2.8074 and it would not be possible to identify seven source posi-
tions with arbitrary small P..

As a practical example, consider the case of the full-bandwidth
impulse with ¢ = 1. For this level of quantization there are 21
unique coefficient vectors, as indicated in Table 1. The distribution
of these coefficient vectors in azimuth, as shown in Fig. 1a, indi-
cates that coefficient degeneracy will lead to a number of ambigu-
ities in localization with multiple noncontiguous source locations
corresponding to a single coefficient vector. This is well illustrated
by the sonification of these data described previously. If, however,
the number of source locations is reduced to 21 so that each of the
L source positions corresponds to a single unique coefficient, the
ambiguity is removed and all source positions can be resolved, as
demonstrated by a sonification of the modified configuration.

Because the distribution of unique coefficients is not gener-
ally uniform in azimuth, increasing coefficient degeneracy due to
decreasing SNR does not lead to a uniform loss of azimuthal reso-
lution. Rather, information density is generally greater for frontal

levels unique coefficients entropy (bits)  source positions levels unique coefficients entropy (bits)  source positions
1 3 1.5256 2.8790 1 12 3.4345 10.811
2 3 1.5420 29119 2 14 3.3804 10.414
3 7 2.7983 6.9563 3 38 5.0441 32.994
4 9 3.1187 8.6860 4 40 5.1042 34.398

Table 2: Performance metrics for the 250 Hz octave-band-filtered
impulse

Table 3: Performance metrics for the 1 kHz octave-band-filtered
impulse
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source locations than for lateral source locations, as has been ob-
served in psychoacoustic experiments [21]. This also can cause
ambiguity in the encoding of azimuth, which leads to such phe-
nomena as cones of confusion or the front-back confusion shown
in Fig. 1a. In such cases maximum information transfer is achieved
by placing only one source associated with a degenerate coefficient
in one of the contiguous azimuthal sectors associated with that co-
efficient.

The information-theoretic framework on which the localiza-
tion theory is predicated requires that all predictions be made rel-
ative to quantization interval, which is here assumed to be asso-
ciated with a particular SNR. Noise in this context represents all
aspects of audition that prevent perfect recovery of the spatial in-
formation encoded in the HRIR. Consequently, it cannot be mea-
sured directly and must be inferred from localization performance.
To do so requires establishing a link between a model of human
perception and a model of human decision. This is traditionally
supplied by signal-detection theory (see, e.g., [22]).

4.1. Relationship to psychoacoustic metrics of localization

While there is some recent work that applies a signal-processing
method to compute performance bounds on HRIR-based local-
ization [15], localization performance is most typically character-
ized through psychoacoustic metrics based on experiments with
human subjects. In particular, azimuthal localization perfor-
mance is characterized by absolute and relative localization thresh-
olds. Absolute-localization experiments measure the accuracy and
precision of source-location estimates. In comparison, relative-
localization experiments measure acuity: the minimum audible
angle of difference that can be perceived between two successive
stimuli [22]. These two thresholds are linked in that the width of
the distribution of absolute localization judgments (i.e., precision)
is related to the relative-localization threshold [23], though in a
somewhat more complex manner than suggested by a straightfor-
ward application of signal-detection theory [22], as discussed by
[24].

The information-theoretic performance analysis described in
this paper characterizes absolute-localization. In particular it
bounds the performance of the source-identification method [25],
which formulates the absolute-localization task as source iden-
tification over a grid of equal-azimuth sectors. In contrast, the
Cramer-Rao lower bound [15] characterizes the mean-square error
of absolute localization and thus is more closely related to relative
localization. One of the primary spatial-hearing tasks that an op-
erator could perform using an azimuthal spatial auditory display
is aurally detecting and estimating the bearing of a signal associ-
ated with one of many virtual sources. For this task the relevant
measure of performance is absolute localization, particularly the
source-identification method.

levels unique coefficients entropy (bits)  source positions
1 9 1.9874 3.9652
2 42 5.1175 34,7152
3 58 5.7391 53.412
4 68 6.0588 66.663

Table 4: Performance metrics for the 4 kHz octave-band-filtered
impulse
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Figure 5: Coefficient a.m,,r, plotted as a function of azimuth (m) for
n=1,234.

4.2. Relationship to models of localization

Unlike some other models of localization, the objective of the
information-theoretic model developed here is providing insight
and upper bounds on performance rather than specific predictions
of localization performance. In Colburn and Kulkarni’s taxon-
omy [17, p. 272], the model follows a signal-processing approach
to localization, as contrasted with psychophysical and physiolog-
ical approaches. Like other signal-processing approaches such
as [22, 25], the model is not congruent with human processes.
Though the coefficients am,y, correspond to localization cues such
as ITD in some instances, the relation between HRIR and loca-
tion estimate is not explicitly made in terms of psychoacoustic pa-
rameters, as in [14] or neurological correlates of localization [26].
Moreover, the model does not account for “biologic constraints”
due to the auditory periphery [16] and neural processing (see, e.g.,
[26]) that limit the spectral and temporal resolution with which lo-
calization information can be extracted from HRIR [17]. While the
internal noise level and corresponding quantization interval limit
the resolution with which information is extracted from a set of
HRIR, homoskedastic noise in a multidimensional space of coeffi-
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cients may not be a good model for the limitations of human per-
ception. For these reasons the model cannot provide verisimilitude
to human localization, particularly its more subtle aspects. For ex-
ample, it does not address performance variations due to spectral
integration that arise when the spectrum of the stimulus exceeds a
critical band.

5. CONCLUSIONS

Spatial hearing and localization in the azimuthal plane can be in-
terpreted as a communication problem in which scattering from
the head and torso, as described by the HRIR, encodes information
about source location. Information theory gives bounds on the per-
formance of this communication channel as a function of source
signal and places an upper limit on the number of sources that
can be identified for a given set of conditions comprising source
signal and internal noise level. Further, it indicates how to maxi-
mize performance under those conditions. In particular, an array
of virtual sources distributed uniformly in azimuth does not max-
imize the amount of spatial information that can be encoded from
noisy observations of the set of HRIR. Instead, maximum informa-
tion transfer is realized when virtual source positions correspond
to those azimuthal locations which are uniquely encoded by the
HRIR given the quantization interval associated with a particular
set of conditions.

In future work it would be possible to extend this model to
elevation-angle localization in the medial plane or to more general
localization of source varying in range and over the full 47 stera-
dian of solid angle. Because the model extracts spectral features
without the need for explicitly defining them, it may be of partic-
ular use to the study of localization in the medial plane for which
there is not consensus regarding the spectral cues used by human
listeners [16]. Similarly, the model may offer some insight into lo-
calization in the presence of multiple reflections and reverberation,
as discussed in [27].
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ABSTRACT

Audio communication in its most natural form, the face-to-face
conversation, is binaural. Current telecommunication systems of-
ten provide only monaural audio, stripping it of spatial cues and
thus deteriorating listening comfort and speech intelligibility. In
this work, the application of binaural audio in telecommunication
through audio augmented reality (AAR) is presented. AAR aims
at augmenting auditory perception by embedding spatialised vir-
tual audio content. Used in a telecommunication system, AAR
enhances intelligibility and the sense of presence of the user. As
a sample use case of AAR, a teleconference scenario is devised.
The conference is recorded through a headset with integrated mi-
crophones, worn by one of the conference participants. Algorithms
are presented to compensate for head movements and restore the
spatial cues that encode the perceived directions of the conferees.
To analyse the performance of the AAR system, a user study was
conducted. Processing the binaural recording with the proposed
algorithms places the virtual speakers at fixed directions. This im-
proved the ability of test subjects to segregate the speakers signifi-
cantly compared to an unprocessed recording. The proposed AAR
system outperforms conventional telecommunication systems in
terms of the speaker segregation by supporting spatial separation
of binaurally recorded speakers.

1. INTRODUCTION

Audio augmented reality (AAR) aims at enhancing auditory per-
ception through virtual audio content. Virtual auditory display
(VAD) is used to present the content to the AAR user as an over-
lay of the acoustic environment. This principle is applicable to
telecommunication systems as a new interface paradigm. Conven-
tional telecommunication systems often provide the user only with
a monaural audio stream, played back via a headset or a hand-held
device. The term “monaural” refers to the fact that only one ear
is necessary to interpret the auditory cues contained in the audio
stream. However, face-to-face communication, which is consid-
ered the “gold standard” of communication [1, 2], is inherently
binaural. In a face-to-face conversation, a listener is able to seg-
regate multiple talkers based on their position, a phenomenon re-
ferred to as the “cocktail party effect” [3]. Monaural audio em-
ployed in conventional telecommunication systems, such as mo-
bile phones and voice-over-IP (VoIP) softwares, does not support
interaural cues and hence deteriorates the communication perfor-
mance compared to face-to-face communication [4, 5].

AAR helps overcoming these limitations by embedding spa-
tialised virtual audio into the auditory perception through VAD.

The “cocktail party” principle holds also for a multi-party telecom-
munication scenario. Using VAD to separate the speech signals of
participants spatially improves the listening comfort and intelligi-
bility [6,7]. In contrast to the sense of vision, auditory perception
is not limited to a “field of view”. The participants of a teleconfer-
ence can thus be distributed all around the user, regardless of the
orientation of the user. By registering the virtual speakers with the
environment, the user can turn towards a conferee the same way as
in a face-to-face conversation.

A major challenge in telecommunication lies in the physical
distance itself, which puts limits to the naturalness of interaction
with a remote end. Communication over distance suffers from a
lack of “social presence”, compared to face-to-face communica-
tion [8]. Through spatial audio, an AAR telecommunication sys-
tem improves the sense of “presence” [9,10] and “immersion” [6].
In this work, algorithms are presented to process binaural record-
ings and embed them into the auditory perception of a user. This
serves as a proof-of-concept for employing AAR in a telecommu-
nication scenario. A user study is conducted to analyse the ability
of users to localise and segregate remote speakers with the pro-
posed system.

2. EXPERIMENTAL SETUP

The basic principle of AAR is to augment, rather than replace, re-
ality. Therefore, the transducer setup for AAR needs to be acous-
tically transparent to ensure unaltered perception of the real envi-
ronment. If a headset is used for the reproduction of virtual au-
dio content, acoustical transparency is achieved by capturing the
real-world sounds at the ears of the user and playing them back
through the earphones. Mixing these captured real-world sounds
with virtual sounds is the basic working principle of “mic-through
augmented reality” [11], which refers to the fact that the real world
is perceived through microphones.

In this work, the MARA headset, introduced by Harmi et
al. [12], is used. It consists of a pair of insert-earphones with in-
tegrated miniature microphones. Insert-earphones provide the ad-
vantage of leaving the pinnae of the listener uncovered, thus pre-
serving the pinna cues, which are important for the localisation of
real-world sounds [13]. Inserting the earphones into the ear canal
minimises effects of the transmission paths from the earphone to
the ear drum.

The MARA microphone signals provide a realistic represen-
tation of the acoustic environment [12]. In the proposed AAR
telecommunication system, these signals are transmitted to the
other end of the communication chain, where they are embedded
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Figure 1: De-panning and panning of binaural recordings. (a) The
source recorded at the remote end is perceived at the local end as
a virtual source at the same direction. (b) De-panning is applied to
compensate for head movements of the remote user. (c) Panning
compensates for head movements of the local user, to register the
virtual sources with the environment. (d) No processing is neces-
sary if the head orientation of both users is the same, e.g. if both
are facing the source.

into the auditory perception of a listener. The listener thus per-
ceives the remote acoustic environment through the ears of a re-
mote user as an overlay of the own acoustic environment. As a test
case for the proposed system, a teleconference between the two
ends is devised. The conference is held at the remote end, captured
through a MARA headset worn by one of the participants (here-
after referred to as the “remote user’’). The recording is transmitted
to the user at the other end, i.e. the “local user” (cf. fig. 1a).

If both the remote and the local user keep their heads still, the
local user perceives each remote conferee at a distinct direction.
If the remote user rotates the head, however, the spatial cues of
the virtual speakers change, which affects the perceived directions.
The resulting lack of distinct spatial cues deteriorates the listening
comfort and the speaker segregation ability of the local user.

To restore the spatial cues contained in the binaural record-
ing, the head rotation at the remote end has to be compensated
for. After compensation, the virtual speakers have a fixed direc-
tion relative to the local user, regardless of the head orientation of
the remote user recording the conference. In a telecommunication
scenario it might be desirable to employ virtual auditory display
(VAD) registered with the environment for each virtual speakers.
This allows the user for example to turn the head to look at a re-
mote talker, which is a natural behaviour in face-to-face communi-
cation. In the following section, algorithms are presented to com-
pensate for head movements of the remote user and register binau-
rally recorded speakers with the environment of the local user.

2.1. Compensation for head movements

To compensate for head movements during the recording, the bin-
aural recording has to be processed such as to reposition the virtual
speakers. Two measures need to be known for this “de-panning”
process: The head orientation of the remote user and the posi-
tion of the sources. For simplicity, the positions of the conference
participants are assumed to be fixed. The head orientation of the
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remote user is tracked.

The aim of the de-panning process is to remove the alterations
of the spatial cues introduced by head movement. These alter-
ations occur both in the time domain and in the spectral domain.
The following sections propose methods to remove or minimise
these alterations.

2.1.1. Restoring interaural differences

The most important alteration of spatial cues caused by head
movement during a binaural recording is a change in the time of ar-
rival of the signal at both ears. This results in an altered interaural
time difference (ITD). If, for simplicity, the ITD is assumed to be
frequency-independent (cf. Wightman and Kistler [14]), it can be
represented by a delay of one ear input signal with respect to the
other. The head movement affects this delay. Thus, by delaying
the binaural signals appropriately in the de-panning process, the
ITD of a virtual speaker can be restored. 7' D(«) is the frequency-
independent delay as a function of the angle of incidence (after
Rocchesso [15]):

Lo Zcos()]  iflal < g
TD(a) = L}‘jo - (1)
oo [|a| -3 + 1] else.

with
C
wo = —, 2
T

where a denotes the angle of incidence, r the head radius (i.e. half
the distance between the two ear entrances) and c the speed of
sound. By delaying each signal with an appropriate 7' D correction
factor, the influence of head rotation on the ITD is eliminated (cf.
fig. 2, top graph).

In the frequency domain, head rotation affects the head-related
transfer function (HRTF). Pinna and shoulder reflections introduce
azimuth-dependent peaks and notches in the HRTF. In addition
to direct sound, room reflections and diffuse sound make a com-
pensation of HRTF alterations caused by head movements rather
complex and impractical. As a simple approximation, the impact
of head rotation on the spectrum of the ear input signals can be
described in terms of variations of the interaural level difference
(ILD). Rocchesso proposes a simple model for the head shadow
effect as a one-pole/one-zero shelving filter [15]. From this model,
an azimuth-dependent gain correction LD correction 1S derived to
compensate for the ILD alterations caused by head movement. It
is given by

LDeorrection(ct) = 1.05 + 0.95 cos(ga). 3)

To achieve the gain correction, a high shelving filter is applied to
each channel, with transfer function

1—gzt

: ?pz_l’ )

HLD(Z) =k

where k is the filter gain, p is the pole and q is the zero of the filter.
The pole of the filter is fixed [15]:

-7
Phs = T (&)
14

ICAD-64



The 16th International Conference on Auditory Display (ICAD-2010)

ITD

= 90 4 . Unprocessed
° i TS De-panned
5 0 - Sy N SHAKE Heading
Jt S’
<

-90 T T T T 1

0 2 4 6 8 10
ILD (f < 1000 Hz)

6 Unprocessed
= De-panned
KO 1" R T ATV W"'WNWVWW W“J VWW\J

-6 -
T T T T 1
0 2 4 6 8 10
ILD (f > 1000 Hz)

6 Unprocessed
3 MWWM S
o 07

-6 -
T T T T 1

Time (s)

Figure 2: Restoring interaural differences of a binaural recording.
Head movement (dashed line) causes ITD and ILD variation. The
ITD is calculated as the maximum of the interaural cross correla-
tion (IACC). Above 1000 Hz, head rotation causes ILD variations.

with fs denoting the sampling frequency.

The gain & and zero g of the filter are chosen to meet the following
two criteria: At low frequencies, the impact of head shadowing is
negligible, thus the filter has a DC gain of unity. At high frequen-
cies, the impact of head rotation on the head shadowing needs to
be compensated for. At the Nyquist limit, the filter gain equals the
value giVen by LDcorrection:

1—q
H =1 =k-—— =1 6
Lo (2)]:=1 b (6)
14+q 1
HLD(Z)|2=—1 = k‘ . ﬁ ; LDcorrection~ (7)

Solving eq. (6) and eq. (7) for ¢ and k yields

¢o—1
= 8
RN ®)
for the filter zero ¢ with
14
¢ = LDcorrectionJ (9)
I-p
and .
k=" (10)
1—¢q

for the filter gain k. Applying a gain factor LDcorrection to €ach
channel via a separate shelving filter reduces the impact of head
rotation on the ILD of the recorded binaural signals.

The effect of the de-panning algorithm on a binaural recording
is shown in Fig. 2. The input signal is white noise, played back
from a loudspeaker in a small office environment and recorded
via a MARA headset. During the recording, the head orientation
changes by +60°. The resulting ITD variations are compensated
for through appropriate delays, defined by 7' D orrection, applied
to both channels. For frequencies below 1000 Hz, the ILD change
due to head shadowing is negligible (cf. Fig. 2, middle graph).
Above 1000 Hz, the de-panning algorithm compensates for the
head shadowing effect (cf. Fig. 2, bottom graph).
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static de-panned

Figure 3: Recording conditions for speaker localisation task. For
the static recording, the speech sample is played back from one
of five different loudspeakers. For the de-panned recording, only
one loudspeaker is used. The spatial separation of the speakers is
obtained through de-panning.

2.2. Panning of binaural audio

To register the virtual speakers with the local environment, the
head rotation of the local user has to be taken into account. The re-
mote speakers are played back through VADs at fixed positions in
the local environment by processing the binaural recording accord-
ing to head movements of the local user. This “panning” process
is analogous to the de-panning process described in the previous
section. The head of the local participant is tracked and the spa-
tial cues contained in the binaural recording are adjusted by tuning
ITD and ILD. By combining the head orientations of the remote
and the local user, the de-panning and the panning process are
merged to a single processing stage. Instead of de-panning the
recording to the original position (to compensate for head rotation
of the remote user) and then panning it to the desired position (de-
termined from the head orientation of the local user), the recording
is directly panned to the desired position.

Merging de-panning and panning to a single process provides
the advantage of eliminating redundant computations. Low latency
is vital in an interactive telecommunication scenario. Processing
the binaural audio in a single step has another major benefit: In
a communication scenario it is natural for participants to turn to-
wards the speaker. Therefore, the head orientations of both the
remote and the local user are assumed to be similar, if the speaker
is registered with the local user’s environment. In this case, little
or no processing is applied to the binaural recording (cf. Fig. 1d),
as the actual source position, relative to the remote user, and the
desired source position, determined from the head orientation of
the local user, are similar or identical.

3. USER STUDY

To evaluate the performance of the proposed AAR telecommunica-
tion system under controlled conditions, a formal user study was
conducted. 13 test subjects with normal hearing were used in a
within-subjects design. 5 of the test subjects were students of the
Department of Media Technology of the Helsinki University of
Technology. Having vast experience in using and assessing spatial
audio, they were classified as “professional listeners”. The other
8 subjects had little or no experience with spatial audio, and were
thus classified as “naive listeners”. The test subjects were pre-
sented with a binaural recording simulating a teleconference. The
conference was recorded via a MARA headset in a room with a
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Figure 4: Absolute angle mismatch. The mean and median abso-
lute angle mismatch is significantly higher without panning than
with panning enabled.

reverberation time of 0.3-0.5 s.

To analyse the performance in each test condition, mean
and median values are analysed and compared using parametric
ANOVA and non-parametric Friedman analysis. To compare two
matched conditions, a paired t-test is performed. Judgements are
based on 0.05 significance level. Results are given as p-values for
rejecting the null hypothesis. For multiple comparisons, a post test
with Tukey-Kramer correction is applied.

3.1. Localisation of virtual speakers

To test the ability of test subjects to localise a speaker recorded
with the MARA headset, a recording was used consisting of
ten repetitions of a male speech sample from the “Music for
Archimedes” CD [16]. The sample duration is about 11 s, with
1 s of silence between each repetition. Two different conditions
were tested: static and de-panned.

For the static condition, the binaural recording was made using
five loudspeakers (cf. Fig. 3): three in front (at 30°, 0° and —30°
azimuth), one to the right (at —90°), and one in the back (at 150°).
The anechoic speech sample was played from each loudspeaker, in
random order, with each direction occurring twice.

For the de-panned condition, a situation was assumed where
the remote participant recording the conference is turning towards
the currently active speaker. To simulate this scenario, one loud-
speaker in front of the MARA headset user at 0° azimuth was
used for the recording. The speech sample was the same as in
the static condition. The recorded sample was then de-panned to
encode the interaural cues of the same azimuth angles as used in
the static condition (i.e. 150°, 30°, 0°, —30° and —90°). The lis-
tener should thus perceive the speakers as emanating from these
directions, even though they were recorded with the remote user
facing them. Again, the order of the directions was randomised,
with each direction occurring twice.

Presented with a binaural recording from the MARA headset,
the test subjects were asked to identify the direction of the speak-
ers from twelve possible directions in the horizontal plane, spaced
30°. The test was conducted using an unprocessed static and a de-
panned recording. To minimise learning effects, the order of the
recordings was randomised among subjects.

In the second task, the head of the test subject was tracked,
to register the virtual speakers with the environment. The test sub-
jects were asked to turn towards the speakers to specify their direc-
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Figure 5: Front—back reversals. The static and de-panned condi-
tion yield the same mean reversal rate. No front-back reversal is
observed with panning enabled, in either condition.

tions. Again, this was tested in the static and de-panned condition,
in random order.

3.1.1. Angle mismatch

An objective measure to determine the performance of test sub-
jects to localise speakers from the MARA recording is the angle
mismatch between the guess 3 of the test subject and the actual
recording angle . In the second part, where test subjects are asked
to turn towards the speaker, the mismatch is calculated as the oft-
set between the playback angle « and the head orientation /3 of the
test subject.

The mismatch is compensated for front-back reversals and
they are analysed separately. A front-back reversal occurs, when
the test subject perceives the source as being in front when in fact
it is in the back, and vice versa. The error due to the reversal is
removed from the angle mismatch, as it would severely distort the
measurement results [17].

Boxplots of the mean and median absolute angle mismatches
in both subtasks are shown in Fig. 4. To compare performance
under the two conditions in each subtask, a paired two-way anal-
ysis is performed on the absolute values of the angle mismatches.
Applying a two-way ANOVA to the data of subtask I reveals that
the mean absolute angle mismatch without panning is significantly
smaller with the static recording (15.9°) than with the de-panned
recording (22.4°), F'(1,12) = 6.57, pcona = 0.0110. The Fried-
man analysis yields an analogous result: The median of the abso-
lute angle mismatch is significantly smaller with the static record-
ing (0°) than with the de-panned recording (30°), x*(1,n =
13) = 6.13, pcona = 0.0133. No significant difference between
subjects is found (ANOVA: F'(1,12) = 1.02, psus; = 0.4315,
Friedman: x?(12,n = 2) = 12.97, DPsub; = 0.3714).

With panning enabled the order is reversed: The mean ab-
solute angle mismatch is significantly lower in the de-panned
condition (5.4°) than in the static condition (8.8°), F'(1,12) =
14.42, pcona = 0.0002. The Friedman analysis indicates a sig-
nificantly smaller median with the de-panned recording (4.0°)
than with the static recording (7.0°), x*(1,n = 13) = 16.83,
Pcond = 0.0000. Again, no significant difference between sub-
jects is found (ANOVA: F'(1,12) = 1.59, psus; = 0.0952, Fried-
man: x*(12,n = 2) = 15.87, psup; = 0.1972). A Tukey-
Kramer post test indicates a significantly higher mean absolute an-
gle mismatch in the de-panned condition without panning than in
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Figure 6: Perceived difficulty of speaker localisation task. Lo-
calising speakers in the de-panned condition without panning is
perceived to be significantly more difficult than in the de-panned
condition with panning enabled.

any of the other conditions.

3.1.2. Front-back reversals

The mean front—back reversal rate is equal in both tested recording
conditions without panning: 32 percent (cf. Fig. 5). This is close
to chance level, as 2 out of the 10 tested directions were at the
extreme right (—90°), where no reversal can occur. Most of the
reversals (83 percent in the static and 85 percent in the de-panned
case) occurred when a source was mistakenly perceived to be in
the back. The chance of this kind of error was increased by the
fact that frontal source directions prevailed in the test. A Lilliefors
normality test indicates that the error rates follow a normal distri-
bution.

With panning enabled, no front—back reversal was observed.
All test subjects managed to correctly identify whether a source
was in front or in the back when asked to turn towards the virtual
source.

3.1.3. Perceived difficulty

As a subjective measure, test subjects were asked to judge the per-
ceived difficulty of each subtask. The difficulty was marked on
a balanced seven-step Likert scale [18], ranging from not difficult
to difficult, with medium marking the centre point. To compare
the perceived difficulty of each subtask, a Friedman analysis is
performed on the medians (cf. fig. 6). The null hypothesis is re-
jected for the first subtask, indicating that localisation in the static
condition is perceived to be significantly less difficult than in the
de-panned condition, X2(1,n = 13) = 7.36, p = 0.0067. No
significant difference between conditions is found in subtask II,
x*(1,n = 13) = 1.6, p = 0.2059. When comparing both
subtasks, the Friedman analysis indicates a significant difference
between all tests, x*(3,n = 13) = 14.5221, p = 0.0023. A
post test with Tukey-Kramer correction reveals the speaker locali-
sation in the de-panned case without panning to be perceived sig-
nificantly more difficult than speaker localisation in the de-panned
case with panning.
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Figure 7: Recording conditions for speaker segregation task.
For the static recording, a separate loudspeaker is used for each
speaker. The moving and de-panned recordings are obtained us-
ing just one loudspeaker. De-panning is applied to separate the
speakers on the de-panned recording spatially, thus simulating the
speaker positions used in the static recording.

3.2. Segregation of virtual speakers

Speech samples from the TIMIT database [19] were recorded via
the MARA headset. Two groups of four male speakers were cho-
sen from the database. Twenty speech samples were recorded per
tested condition, five from each speaker. The speakers talk in turns,
in random order. The segregation performance is tested in three
different conditions: static, moving and de-panned (cf. fig. 7). In
the static condition, each speaker is assigned one of four different
loudspeakers in the recording hall, at 60°, 30°, 0°, and at —30°.
This simulates a situation where the conference participants are
seated around a table with the MARA headset user. In the mov-
ing condition, just one loudspeaker in front of the MARA user is
used. All four speakers are recorded at 0° azimuth. This simulates
a situation where the MARA headset user turns towards the ac-
tive speaker during the simulated conversation. For the de-panned
condition, the same recording setup is used as in the moving con-
dition, but de-panning is applied to each recorded speaker, to yield
the same perceived speaker directions as in the static condition, in
random order.

In each condition, the ability of test subjects to segregate the
four speakers on the binaural recording is tested. The test subjects
are presented with the binaural recordings and asked to mark the
words of one of the four speakers in each condition. The static
and de-panned condition are also tested with panning enabled, by
tracking the head of the test subject. This way, the recorded speak-
ers are registered with the environment, allowing the test subjects
to turn towards them during the test.

The segregation task is repeated three times, to analyse the im-
pact of learning effects on the performance. To counterbalance the
order in which the conditions are presented, the order is governed
by a Latin square [20], and randomised among subjects.

3.2.1. Error rates

The segregation performance is measured in terms of the num-
ber of correctly identified speaker turns. The most striking result
is the speaker segregation performance in the moving condition,
producing the highest error rates in all three rounds (cf. fig. 8).
The differences between mean and median error rates are found
to be significant (ANOVA: F'(4,2) = 26.34, pcona = 0.0000,
Friedman: x?(4,n = 3) = 71.34, pcona = 0.0000). Apply-
ing a Tukey-Kramer post test to the ANOVA results indicates that
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Figure 8: Error rates of speaker segregation task for identifying 5
turns of the speaker in question. The mean and median error rates
in the moving condition are significantly higher than in all other
conditions in round II and III. The performance of test subjects
improved significantly from round I to round II.

the moving condition leads to significantly higher mean error rates
compared to all other conditions, in all three rounds. No significant
difference is found between the other four conditions, i.e. static
and de-panned with and without panning. Similar conclusions can
be drawn from a Tukey-Kramer post test of the Friedman analysis
results. In rounds II and III, test subjects performed significantly
worse in the moving condition than in all other conditions. No sig-
nificant difference is found between the mean ranks of the static
and de-panned conditions in any of the three rounds. Whether or
not panning is used to register the virtual speakers with the envi-
ronment has no significant impact on the performance, as indicated
by a two-way ANOVA, F'(1,1) = 2.33, ppan = 0.1287.

To identify learning effects, the segregation performance of all
three rounds is compared. A two-way ANOVA indicates signifi-
cant differences between the mean error rates in the three rounds,
F(2,4) = 5.96, prna = 0.0031. A Friedman analysis yields
analogous results regarding the median error rates, x*(2,n =
5) = 14.98, prna = 0.0006. A Tukey-Kramer post test re-
veals a significant improvement of the segregation performance
from round I to round II. No significant improvement from round
II to round III is found. A two-way ANOVA indicates that no sig-
nificant interaction effects exist between the test round and the test
condition, F'(2,8) = 0.48, prnt = 0.8699. The improvement
after round I is thus independent of the test condition.

3.2.2. Perceived difficulty

A Friedman analysis indicates a significant difference between the
perceived difficulty of the five test conditions, x?(4,n = 11) =
74.44, p = 0.0000. Two test subjects were removed from this
analysis due to missing entries. A Tukey-Kramer post test reveals
the moving condition to be perceived significantly more difficult
than all other conditions, as depicted in Fig. 9. No significant dif-
ference is found between the other conditions.

3.3. Comments of test subjects

One of the most stated problems in the speaker localisation task
was inside-the-head locatedness [13]. Test subjects reported diffi-
culties to localise sound sources that were straight ahead, as they
often lacked externalisation. This was said to be confusing. Some
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Figure 9: Perceived difficulty of speaker segregation task. The
moving condition is perceived to be significantly more difficult by
test subjects than all other conditions.

test subjects pointed out a lack of depth in the de-panned record-
ing. Whereas the sound sources appeared to be positioned on a
“clear circle” in the static recording, in the de-panned recording
they seemed to be positioned on a “straight line”, ranging from the
far left to the far right of the listener. This made it more difficult to
map sources to a virtual circle than in the static case.

Most test subjects pointed out difficulties to distinguish speak-
ers in the moving recording. Some test subjects said they became
more acquainted with the voice of the speaker in question towards
the end of the test, and managed to segregate the speakers based
on their accents or articulations. In the other test conditions test
subjects reported to rely mainly on the direction when segregating
different speakers.

Only one test subject named the head tracking as a helpful
factor in the speaker segregation task. Another subject stated that
turning towards the speaker in question made the segregation task
indeed more difficult, as it was easier to localise and identify a
speaker a bit off the centre. Yet another test subject named inside-
the-head locatedness as a cue for segregating the speakers: After
turning towards the speaker in question, that speaker was not ex-
ternalised anymore, which clearly separated him from the other
speakers in the recording.

4. DISCUSSION

The static case, made with several loudspeakers at fixed positions,
and recorded without head movement, represents the “ideal” case
of a binaural recording, preserving the spatial cues of all speak-
ers. In the de-panned recording, simulating a situation where the
MARA headset user moves the head during the recording, inter-
aural cues are restored by compensating for the head movements
through the de-panning algorithm. If no panning is applied during
playback to register the recorded speakers with the environment,
the de-panned recording yields a significantly larger mean and
median absolute angle mismatch between the perceived and the
actual direction of the recorded speakers than the static recording.
This indicates that the de-panning algorithm cannot fully restore
the spatial cues contained in the recording. Test subjects perceived
localisation with the de-panned recording to be significantly more
difficult than with the static recording. This may be related to the
fact that some test subjects perceived the speakers in the de-panned
recording to be positioned on a line, whilst in the static recording
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they appeared to reside on a circle around the listener, with distinct
directions.

With head tracking and panning enabled, the mean and me-
dian absolute angle mismatch decreased significantly. Test sub-
jects localised speakers significantly more accurately by turning
towards them than by indicating their directions. The reduced lo-
calisation blur, defined as the minimum audible displacement [13],
achieved by facing the virtual speakers implies that registering vir-
tual sources with the environment through panning may lead to
better spatial separability of the sources. This is seen as a ma-
jor benefit in a telecommunication scenario. When comparing the
two test conditions with panning enabled, the de-panned condi-
tion leads to a significantly better localisation performance. As test
subjects turn towards the de-panned speaker, their head orientation
approximately matches the head orientation during the recording,
therefore nearly unprocessed audio is delivered to the test subjects
(ct. fig. 1d). Turning towards a virtual source recorded off the
centre, as in the static case, increases the localisation blur signif-
icantly, as the panning algorithm fails to fully restore the spatial
cues.

No effect of the recording condition on the number of front—
back reversals is found. The de-panned recording does not yield a
higher rate of reversals than the static recording. We assume front—
back reversals to be mainly a result of the ambiguity of interaural
cues in general, not of the processing involved in generating them.
A more striking finding, however, is the fact that with head track-
ing and panning enabled, no front—back reversal occurred in any
of the 260 observations. This is a strong argument for the hypoth-
esis that panning improves the localisation performance. When a
test subject turns the head to search for the virtual sound source,
the interaural cues change accordingly, indicating unambiguously
whether the source is in front or in the back. Even test subjects
without any prior experience with spatial audio and head tracking
instinctively interpreted these motional cues correctly.

Results of the speaker segregation task prove the importance
of interaural cues to segregate multiple speakers. The moving con-
dition, which contains little or no interaural cues to separate speak-
ers, leads to significantly higher mean and median error rates than
the static and de-panned cases, which contain natural or algorith-
mically restored interaural cues. Even after being presented with
the same recording for the third time in round III, the median er-
ror rate of test subjects when trying to identify the 5 turns of the
speaker in question is 4. Some subjects stated their choices in the
moving case to be based on pure guessing, others marked no turn
at all. In all other conditions the median error rate in round III
drops to 0, indicating that more than 50 percent of the test subjects
managed to identify all speaker turns correctly. The result is sup-
ported by the perceived difficulty, with the moving condition rated
significantly more difficult than all other conditions. This under-
lines the importance of spatial cues to segregate multiple speakers
in a telecommunication scenario.

No significant differences are found between the static and
de-panned case regarding the speaker segregation. Whilst the de-
panning has a negative effect on the speaker localisation, it does
not deteriorate the speaker segregation performance. Compared to
an unprocessed binaural recording with no or misleading interau-
ral cues, such as the moving recording, de-panning significantly
improves speaker segregation, and theoretically yields the same
performance as the ideal case of a static recording devoid of head
movements.

The segregation performance improved significantly from
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round I to round II. This is attributed to the fact that test sub-
jects became acquainted with the test procedure and the a priori
unfamiliar voices of the speakers used in the test. No significant
improvement from round II to round III is found, indicating that
learning effects vanish after round I.

5. CONCLUSIONS

An audio augmented reality (AAR) telecommunication system
based on the transmission of binaural recordings from a MARA
headset is presented. The binaural recordings preserve the spatial
cues of recorded sound sources, yielding a listening experience
similar to the natural auditory perception of an environment. Head
movements distort the spatial cues and thus the perceived direc-
tions of the recorded sound sources. A de-panning algorithm is
presented to restore the perceived directions. The localisation ac-
curacy of virtual sources contained on a de-panned recording was
analysed in a formal user study with 13 test subjects. After de-
panning, test subjects were able to localise speakers in a binaural
recording, though with a significant increase of the mean absolute
angle mismatch compared to an unprocessed recording not dis-
torted by head movements.

A panning algorithm adjusts the binaural playback accord-
ing to head movements of the listener, to register the binaurally
recorded sound sources with the environment. With panning en-
abled, the localisation performance of test subjects improved sig-
nificantly. The test subjects interacted with the system intuitively,
using head rotations to “search” for the virtual sources. No sig-
nificant performance difference was found between subjects, even
though about half of the test subjects had no previous experience
with spatial audio or head tracking. These results imply that the
proposed system is suitable also for “naive” users. By register-
ing the virtual sources with the environment, no front-back rever-
sal occurred, i.e. all test subjects correctly determined whether a
source was in front or in the back.

To analyse their ability to segregate multiple recorded speak-
ers, test subjects were asked to identify speaker turns on a binaural
recording. Interaural cues are shown to improve the segregation
performance of test subjects significantly, compared to a record-
ing with no interaural cues. In case of misleading spatial cues, i.e.
arbitrary changes in the perceived directions of the sources due to
head movements during the recording, the performance is expected
to be even worse. No significant difference is found between the
recordings containing interaural cues. The de-panned recording,
in which the spatial cues are algorithmically restored, does not lead
to a significantly worse performance than the ideal case, an un-
processed binaural recording of sound sources separated in space,
devoid of head movements. In a telecommunication scenario, the
de-panning algorithm restores the perceived directions of speakers
and enhances the ability of a listener to segregate the participants
of a meeting. This is assumed to improve the listening comfort
and the ability to follow a remote conversation, which is a major
argument for the use of AAR in a telecommunication scenario.

Transmitting a binaural recording of one’s environment via a
MARA headset is a simple yet effective way to share auditory
perception over distance. Tackling issues related to head move-
ments with the algorithms proposed in this work allowed both ex-
perienced an inexperienced users to localise virtual sources on a
binaural recording. This significantly improved the ability of test
subjects to segregate multiple sources on the recording. Due to
their simplicity, the proposed de-panning and panning algorithms
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run on a standard PC, with a responsiveness that was found to be
sufficient for the test scenario. System lag was an issue only in
the case of fast head movements, due to the limited update rate of
the head tracking device. The processing is based on simple ITD
(interaural time difference) and head shadowing models, hence the
system does not require a dataset of head-related transfer functions
(HRTFs). This makes it transferable and relatively robust against
individual HRTF variations.

In terms of future research, parametrisation of the algorithms
could account for individual differences among users and various
recording environments and yield more accurate spatial cues. This
might improve the localisation accuracy of virtual sources. A cen-
tral aspect of AAR is the combination of real and virtual auditory
content. An issue further to be investigated upon is the mixing of
binaural recordings from a remote end with the pseudo-acoustic
environment, perceived through the MARA headset. The biggest
limitation of the proposed system is that it currently supports only
one virtual source at a time, i.e. speakers talking in turns. To
allow for multiple simultaneous speakers, a time-frequency de-
composition approach as employed in Directional Audio Coding
(DirAC) [21] could be integrated to the system, to segregate and
process each speaker individually.

The proposed implementation of an AAR telecommunication
system using VAD might serve as a valuable tool to enhance ex-
isting telecommunication systems and help overcome the gap to
face-to-face communication.

6. ACKNOWLEDGMENT

The research leading to these results has received funding from
Nokia Research Center [kamara2009], the Academy of Finland,
project no. [119092] and the European Research Council un-
der the European Community’s Seventh Framework Programme
(FP7/2007-2013) / ERC grant agreement no. [203636].

7. REFERENCES

[1] B. A. Nardi and S. Whittaker, “The place of face-to-face
communication in distributed work,” in IN P. HINDS AND
S. KIESLER (EDS.), DISTRIBUTED WORK. MIT Press,
2002, pp. 83-112.

[2] P.Rohde, P. M. Lewinsohn, and J. R. Seeley, “Comparability
of Telephone and Face-to-Face Interviews in Assessing Axis
I and II Disorders,” Am J Psychiatry, vol. 154, no. 11, pp.
1593-1598, 1997.

[3] E. C. Cherry, “Some experiments on the recognition of
speech, with one and with two ears,” The Journal of the
Acoustical Society of America, vol. 25, no. 5, pp. 975-979,
1953.

[4] R. W. Lindeman, D. Reiners, and A. Steed, “Practicing what
we preach: IEEE VR 2009 virtual program committee meet-
ing,” Computer Graphics and Applications, IEEE, vol. 29,
no. 2, pp. 80-83, March-April 2009.

[5S] M. Billinghurst, H. Kato, K. Kiyokawa, D. Belcher, and
L. Poupyrev, “Experiments with face-to-face collaborative ar
interfaces,” Virtual Reality, vol. 6, no. 3, pp. 107-121, 2002.

[6] B. Kapralos, M. R. Jenkin, and E. Milios, “Virtual audio sys-
tems,” Presence: Teleoper. Virtual Environ., vol. 17, no. 6,

pp. 527-549, 2008.

(7]

(8]

(9]

[10]

(1]

[12]

(13]

[14]

[15]

[16]

(17]

(18]

[19]

(20]

(21]

ICAD-70

June 9-15, 2010, Washington, D.C, USA

R. Drullman and A. W. Bronkhorst, “Multichannel speech
intelligibility and talker recognition using monaural, binau-
ral, and three-dimensional auditory presentation,” The Jour-
nal of the Acoustical Society of America, vol. 107, no. 4, pp.
2224-2235, 2000.

M. H. Bazerman, J. R. Curhan, D. A. Moore, and K. L. Val-
ley, “Negotiation,” Annual Review of Psychology, vol. 51,
no. 1, pp. 279-314, 2000.

R. Shilling and S. B. Cunningham, Virtual auditory dis-
plays, ser. Handbook of Virtual Environments.  Mahwah
NIJ: Lawrence Erlbaum Associates, 2002.

H. Lehnert and J. Blauert, “Virtual auditory environment,” in
Advanced Robotics, 1991. 'Robots in Unstructured Environ-
ments’, 91 ICAR., Fifth International Conference on, June
1991, pp. 211-216 vol.1.

R. Lindeman, H. Noma, and P. Goncalves de Barros, “An em-
pirical study of hear-through augmented reality: Using bone
conduction to deliver spatialized audio,” in Virtual Reality
Conference, 2008. VR ’08. IEEE, March 2008, pp. 35-42.

A. Harmd, J. Jakka, M. Tikander, M. Karjalainen, T. Lokki,
J. Hiipakka, and G. Lorho, “Augmented reality audio for mo-
bile and wearable appliances,” Journal of the Audio Engi-
neering Society, vol. 52, no. 6, pp. 618-639, 2004.

J. Blauert, Spatial Hearing - Revised Edition: The Psy-
chophysics of Human Sound Localization. The MIT Press,
October 1996.

F. L. Wightman and D. J. Kistler, “Factors affecting the rel-
ative salience of sound localization cues,” in Binaural and
Spatial Hearing in Real and Virtual Environments, R. H.
Gilkey and T. R. Anderson, Eds. =~ Mahwah, New Jersey:
Lawrence Erlbaum Associates, 1997, pp. 1-23.

U. Zolzer, Ed., DAFX:Digital Audio Effects. John Wiley
& Sons, May 2002, ch. Spatial Effects by D. Rocchesso, pp.
137-200.

Bang & Olufsen, “Music for Archimedes,” CD B&O 101,
1992.

E. M. Wenzel, M. Arruda, D. J. Kistler, and F. L. Wightman,
“Localization using nonindividualized head-related transfer
functions,” The Journal of the Acoustical Society of America,
vol. 94, no. 1, pp. 111-123, 1993.

H. J. Gardner and M. A. Martin, “Analyzing ordinal scales
in studies of virtual environments: Likert or lump it!” Pres-
ence: Teleoper. Virtual Environ., vol. 16, no. 4, pp. 439-446,
2007.

J. S. Garofolo, L. F. Lamel, W. M. Fisher, J. G. Fiscus, D. S.
Pallett, and N. L. Dahlgren, “DARPA TIMIT Acoustic Pho-
netic Continuous Speech Corpus CDROM,” 1993.

N. Rapanos, “Latin squares and their partial transversals,” in
Harvard College Mathematics Review, S. D. Kominers, Ed.
Harvard College, 2008, vol. 2, pp. 4-12.

V. Pulkki and C. Faller, “Directional Audio Coding: Filter-
bank and STFT-Based Design,” in Preprint 120th Conv. Aud.
Eng. Soc., 2006.



The 16th International Conference on Auditory Display (ICAD-2010)

June 9-15, 2010, Washington, D.C, USA

VIRTUAL AUDITORY CUEING REVISITED

Derek Brock, Brian McClimens, and Malcolm McCurry

U.S. Naval Research Laboratory,
4555 Overlook Ave., S W.,

Washington, DC 20375 USA
derek.brock@nrl.navy.mil

ABSTRACT

In a 2002 dual-task experiment involving opposing screens,
virtual auditory cueing significantly improved measures of
performance and reduced the effort needed to pursue both tasks.
An effort to model this result revealed that supplementary
empirical information was needed and a new study, reported
here, was subsequently carried out. In addition to focusing on
modeling issues, the new study also investigated the
contribution of both an augmented auditory reality (AAR) style
of display and aurally based event identity information. The
previously observed benefits of auditory cueing were
replicated, but more importantly, neither AAR-based cueing
nor the removal of aural identity information meaningfully
impacted performance. These findings suggest that simpler
auditory information designs for visual attention may, in fact,
be preferable to richer designs, and that aural overlays on visual
information are unnecessary, but not disadvantageous, in
single-use auditory displays.

1. INTRODUCTION

The outcome of four manipulations in a 2002 human
performance study involving a dual task displayed on opposing
screens demonstrated that virtual (3D) auditory cues can both
significantly improve performance and reduce the effort
otherwise needed to carry out both tasks [1]. Critical measures
in this study included decision response times for secondary task
events and switches of attention between tasks. A subsequent
effort to comparatively model the baseline and one of these
manipulations in the EPIC cognitive architecture [2], using these
and derived measures as criteria, revealed that further empirical
knowledge is needed for a comprehensive account of how
auditory cues assist performance in this operational paradigm.
As a consequence, a new dual-task performance study was
carried out in 2009 and is reported here.

In addition to addressing modeling issues, the new study
specifically investigated the contribution of both an augmented
auditory reality (AAR) style of display [3] and aurally conveyed
event identity information (c.f., [4], [5], and [6]) through the
incorporation of additional manipulations. Interest in both of
these latter questions is motivated by the expectation that virtual
auditory displays will eventually be routinely used for, or will
supplement, more than one visual information and/or decision
task at a time. Planned reductions in crew sizes on Navy
platforms currently under development, for example, mean that
future watchstanders and decision makers will oversee a broader
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array of concurrent tasks and, in many instances, manage more
demanding workflows. Updated workstations designed for this
purpose, now referred to as the “Common Display System” [7]
(see Figure 1), will in fact feature more visual display space—
and thus will likely present more simultaneous information
and/or decision tasks—than an individual can monitor at once,
which in turn will call for the design of effective strategies for
guiding visual attention.

Virtual auditory cueing offers a recommended and reliable
technique for this purpose [8], [1], but nevertheless remains
subject to a range of human factors and design principles that in
many cases have yet to be systematized [9]. The ideal, in what is
already an aural information environment in Navy command
settings because of voice communications and other uses of
sound, is to indicate where visual attention is needed, but to do
so in a way that is succinct and unambiguous and avoids
overloading or confusing the operator.

2. BACKGROUND

2.1. Test bed

The dual task employed in the 2002 study [1] and in the work
reported here (as well as in earlier studies [10], [11]), combines
a challenging, continuous tracking activity with a series of rule-

Figure 1: Three-screen console configuration of the Common
Display System, the new information workstation being
acquired for the U.S. Navy’s modernization program and next-
generation surface ships.
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based decision events. The first of these—the “tracking task”—
is performed with a joystick and is presented to participants as
their primary activity. The latter, which involves a procession of
blips on a simulated radar screen—and is thus referred to in this
paper as the “radar task,” and also as the “secondary task”—
requires participants to evaluate each item’s behavior as it
moves down the screen and to record their decisions on a
numeric keypad after the blips change color. Task scenarios
involve three types of blips that are numbered from 1 to 6 and
move down the display in respectively distinct fashions that are
easy to visually assess as hostile or neutral according to a
predefined set of rules. Decision entries require participants to
make two key presses, the first indicating their assessment and
the second designating the assessed blip by its onscreen number.

Both tasks are visually demanding, and when they are
placed on opposing right and left screens, in a manner that
corresponds to the “outer” two of the three screens in the
Common Display System design, a notable amount of mental
and physical effort is needed to prosecute them at the same time
[10], [1]. Much of this effort is a result of the distance between
the outer screens as well as having to compensate for the loss of
peripheral visual access to the opposing task that occurs when
one looks to the left or right. In principle, however, a
meaningful degree of these performance demands can be
reduced by simply notifying the operator when the secondary
task requires a response. In the previous dual-task studies cited
above, 3D auditory cues have been shown to be a robust and
effective technique for bringing this type of information to the
user’s attention.

2.2. Auditory cueing

The radar task in these earlier studies was augmented with a set
of three easily differentiated sounds—one for each type of
blip—that signaled the onset of color changes and, thus, when
blip decision responses were required. To give the auditory cues
a deictic (or indexical) component [5], spatial information that
could be intuitively indexed to the visual display was
dynamically added, and the sounds were rendered binaurally in
stereo headphones with a non-individualized head-related
transfer function (HRTF). In the earliest auditory study with the
dual task, each sound was spatially correlated with the visual
location of its corresponding blip [11]. A simpler scheme
indicating only the location of the radar task itself—rather than
the location of each blip—was subsequently found to be equally
effective in the dual-task study carried out in 2002 [1]. It is
important to note, however, that the auditory cues in both of
these spatialization schemes were not perceptually co-located
with the visual display information they were designed to index.

2.3. Performance questions from the 2002 experiment

The 2002 dual-task experiment was conceived in part as an
initial study of the notion of a “mixed-use” virtual auditory
display— specifically, an auditory display in which information
designated for more than one activity is sounded. A two factor
design was employed that crossed two levels of auditory cueing
for the tracking task with three levels of auditory cueing for the
radar task. The first level in both factors was silence (no-sound),
and the remaining levels were, respectively, an auditory cue for
poor tracking performance, spatially indexed to the location of
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the tracking task, and the two spatialization schemes for the
radar task that were described in the previous section (the blip
location scheme and the simpler task location scheme), both
employing the same set of three sounds. This resulted in a
performance baseline, three manipulations with auditory cues
for only one of the tasks, and two manipulations in which
auditory cues were used for both tasks.

Three measures of performance were collected: tracking
error and radar task response times (both recorded by the dual-
task software), and counts of the number of attention shifts
participants made during each exercise, which the experimenter
recorded manually on a hand-held computer. With only minor
qualifications, a similar pattern of significance emerged for each
measure, which supported an encouraging overall result.
Specifically, while almost no performance improvement was
associated with the auditory cue for the tracking task
(suggesting it may have been poorly conceived), the addition of
this separately designated alert did not meaningfully impact the
significant performance improvements that resulted across the
board when auditory cueing was used for the radar task. Put
another way, both of the virtual auditory cueing schemes for the
radar task had significantly positive impacts on overall dual-task
performance and, perhaps more importantly, these
improvements persisted in the mixed-use manipulations.

The study, however, also left a number of underlying
performance questions unanswered, which became readily
apparent when an effort to model and explain the pattern of
results with a cognitive architecture was undertaken [12].
Cognitive architectures are essentially theoretical computational
frameworks for building explanatory models of human
performance based on the constraints of human perceptual,
cognitive, and motor processing. Several such architectures
exist, but the EPIC architecture (“Executive Process-Interactive
Control”) was chosen for this endeavor in part because its
framework for auditory processing is somewhat more complete
than that of other architectures [2].

Cognitive modeling typically begins with a performance
study, reduces the performance requirements to a theoretical
sequence of goal-directed actions, and then evaluates the
resulting model in terms of its correspondence with the observed
data. Models of complex activities are often forced to make a
number of conjectural assumptions due to gaps in underlying
knowledge, and this proved to be the case in modeling the 2002
study. Key unknowns faced in the modeling work include:

e The basis for switching attention between tasks in the
absence of perceptual cues. Specific questions include
how decisions to switch attention are made and how time
on task (dwell time) is allocated such that patterns in the
hand-collected attention shift and (inferred) task dwell
time data can be explained.

* The radar screen inspection strategy. The radar screen
varies from being empty to showing several blips at once
that may or may not have changed color (note that blips
that have changed color require a response). How many
and which blips are assessed before returning to the
tracking task? Are blips assessed before they change
color?

* The blip assessment process. Questions include how the
relevant visual information needed to assess an individual
blip is gathered, how long this takes, and whether this is
done with a single “look,” over multiple looks, or both.
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* Performance associated with auditory cueing. Do auditory
cues prompt immediate switches of attention or is some
latency involved? Does the correspondence between aural
identity and blip type speed the blip assessment process?

Carefully reasoned answers for these (and other) questions were
explored and settled on, but it was also recognized that
additional empirical measurements were needed. Accordingly,
plans were made for a new dual-task study and the scope of the
modeling effort was narrowed to providing an account of
performance differences between the baseline (no-sound)
condition and the manipulation involving only the spatially
simpler of the two auditory cueing schemes for the radar task.

The resulting comparative cognitive model of dual-task
performance in these two conditions incorporated a mix of
parametric and theoretically plausible solutions, which in some
cases (though not others) amounted to predictions that could be
empirically tested. Switches of attention to the radar task were
deemed to be prompted by knowledge of its status,
characterized as the number of blips present, which, in turn,
dictates time spent on the tracking task. Strategies for inspecting
the radar screen and assessing blips were taken to be both
subject to numerous individual differences and too opaque to
characterize without eye-tracking studies. (A single-screen
variant of the dual-task has subsequently been used with an eye
tracker to examine these two issues [13].) As a consequence,
solutions for these aspects of performance were parsimoniously
modeled in algorithmic terms, and parameterized to balance the
demands of both tasks; additionally, it was conjectured that,
when possible, blips are assessed before they change color (that
is, before a response is required). Finally, related empirical work
at that time [14] suggested that responses to auditory cues entail
a latency period of approximately 850 ms, and it was
conjectured that auditory identity did not measurably facilitate
blip assessments.

3. OBJECTIVES OF THE CURRENT STUDY

The study reported below was developed to gather new dual-
task performance measures and test several of the model-based
predictions outlined above, and also to investigate additional
design issues that are thought to be relevant to the successful
implementation of mixed-use auditory displays in future Navy
decision environments. In particular, the utility of auditory
cueing in such settings will largely depend on the ability of
deictic sounds to reliably facilitate the performance of
concurrent information tasks when these sounds are used in
conjunction with the virtual presentation of multiple channels of
voice communications (see [15]). This context for auditory
design ultimately involves balancing aural attention at more
than one level: balancing competing auditory functions that are
intended for operators individually, such as auditory cues and
voice communications, and balancing competition between the
individual’s auditory display and sounds in the public setting,
such as face-to-face conversation among team members,
intercoms, shipboard alerts, ambient noise, and so on.

To minimize the potential for confusion among auditory
sources and their informational meanings, it can be argued that
virtual auditory displays in this context should be simple (i.e.,
no more elaborate than necessary) and should function as a fixed
aural overlay on the individual operator’s visual environment.
Simulating the manner in which sounds in the real world are
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ordinarily perceived as co-located with their apparent sources,
regardless of the orientation of the listener’s head, is the
function of an augmented auditory reality (AAR) display. An
important virtue of this type of rendering is that “attaching” or
“fixing” a sound to or at a meaningful visual location effectively
makes any deictic function the sound is intended to have
unambiguous because no perceptual mapping is involved—the
sound appears to arise and persist for its duration at the place the
listener is intended to look.

Using AAR to simplify auditory deixis in this way is
consistent with the broader contention made in the previous
paragraph, that auditory displays should be, in principle, no
more elaborate than the performance context of any
corresponding task calls for. Sounds can be designed to support
a multiplicity of information functions—deixis, onset, identity,
and disposition, to name a few—but it may well be the case that
operators only make use of the information functions present in
a particular instance of sound that are the most effective for the
purpose at hand. If so, they can be said to adhere to a principle
of “least aural effort,” implying that any additional task-related
auditory information that is superfluous or more readily acted
upon from another cognitive or perceptual source will be
ignored, if possible. A corollary to this conjecture is that
excessive elaboration may be counterproductive.

An immediate test of this notion of least aural effort in the
present dual task is the question of whether the correspondence
between aural identity and blip type appreciably facilitates the
blip assessment process. Another test is whether the
unambiguous deixis AAR provides is measurably better than the
spatialially relative deixis that is provided by a non-augmented
(auditory) reality (NAAR) style of virtual auditory display.
Positive differences, if seen in both tests in the same context,
could be taken as evidence in support of this proposal, as could
a lack of differences, if there is evidence that other, more readily
exploited, task information is also available.

Consequently, the new experiment was designed in part to
be a replication of the two the manipulations from the 2002
study that were modeled in EPIC—the baseline condition and
the condition in which only spatially simplified auditory cues
for radar task were used—and in part to investigate the two
comparative design questions posed above—the use of an AAR
vs. an NAAR display and the relative importance of auditory
identity information—in preparation for follow-on studies with
a new test bed that will explore other issues for mixed-used
displays such as overlapping use of listening space and temporal
competition.

The conduct of the experiment also presented a related
opportunity to measure the total time required for radar blip
assessments, which was not adequately known at the start of the
modeling work and had to be partially inferred [12]. The time
course of this process in the EPIC model assumes that blips are
acquired by the eyes, assessed in some way, and then responded
to. Since the time required for this sequence of actions can be
measured directly with an appropriate variation of the radar task
that displays blips one at a time, scenarios with and without
auditory cues were developed and added to the study.

Finally, state information that bears on a number of the
performance questions that were confronted in the modeling
work was captured in the study. Among the issues this data will
eventually help to empirically evaluate are the radar screen
inspection strategy, blip assessments, and the relationship
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between time given to the current task and the status of the
unattended task.

4. METHOD AND APPARATUS

4.1. Setup

During the period in which the baseline condition and the
simpler radar cueing manipulation from the 2002 experiment
were being modeled, the dual-task software was revised to run
natively under the current Macintosh operating system. The
software was then further modified to communicate with a new
virtual audio server and to record state information that can be
used to reconstruct scenarios in future analyses of performance
data. A separate software package, run under the Windows
operating system, was developed to present the auditory cues
and utilize an inertial head tracker. As before, the audio
component of the study was rendered binaurally in stereo
headphones with the same non-individualized HRTF employed
in the earlier study. Two flat panel monitors facing the operator
on opposite sides, respectively, at 45° angles, were used to
display the visual components of the experiment. The radar task
was shown on the left, and blip decision responses were entered
on a numeric keypad positioned below the monitor. The
tracking task, which shows a rapidly moving aircraft silhouette
as seen from behind, was presented on the right, and participants
controlled the movement of its circular cursor with a Hall effect
joystick.

4.2. Recording Switches of Attention

The critical augmentation in the setup for the new study was the
addition of a head tracking system, which is necessary for
implementing an AAR display but also allows head orientation
data to be logged automatically, in contrast to the manual
technique that was used before to track shifts of attention
between the two tasks. The hand-held computer used for this
purpose in the previous study enabled the experimenter’s
observations to be time stamped, and this, in addition to
providing a both a record of attentional transitions and a
measure of task switching effort, allowed cumulative
distributions of time-on-task between attention shifts (dwell
times) in each condition to be developed for the modeling work
(allowing for experimenter errors and a one sec. resolution for
manual input).

The right-skewed patterns exhibited in these distributions
for both tasks yielded a number of important explanatory
insights and were among the key criteria the modeling work
aspired to account for. For example, differences between the
baseline distribution of tracking task dwell times and the
corresponding distribution in the (modeled) auditory display
condition revealed that most of the significantly greater number
of attention switches participants made to the radar task in the
absence of auditory cues were associated with very short
episodes of tracking. Since all attention to the radar task in the
baseline condition was unprompted, the dominance of short
tracking dwells indicates that participants were forced to look at
the secondary task early and often to maintain sufficient
awareness of its status. As noted above, the model’s account for
this data predicts that short periods of attention to the tracking
task correspond to phases in which relatively high numbers of
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blips are present on the radar screen. In contrast, the smaller
numbers of short tracking task dwells in the sound condition
demonstrates that the correspondence of auditory cues with blip
color changes affords longer periods of attention to the tracking
task by reducing the need to see when blip responses are
required.

Gathering attention shift data in the new study by
automated means is not expected to refute the insights gained
from the previous study’s manually collected data on the basis
of greater accuracy, but, instead, is expected to provide the
means for evaluating the analysis of this earlier data, realized as
modeling predictions, and, somewhat less importantly, to
provide more objective counts of attention switches and a better
temporal resolution of dwell times.

4.3. Experimental Design

Twenty NRL staff members volunteered to participate in the
experiment. Of these, two individuals had to be dropped due to
anomalous attention switching performance, resulting in a group
of 6 women and 12 men, ranging in age from 19 to 49 with a
mean of 30. Over the course of two days, participants trained to
perform the two tasks separately and together, were familiarized
with the sounds used in the study, and then carried out the main
experiment, which was composed of four dual-task exercises
under different treatments in a single-factor, repeated measures
design. Treatments were given to participants in counter-
balanced order, and independently of this, each exercise was
successively scripted by a different radar task scenario involving
65 blip decision events. After completing the main experiment,
participants were given two further exercises involving only an
altered version of the radar task. A summary of all of the
exercises participants were assigned is given in Table 1.

The four treatments in the main experiment entailed a
baseline exercise with no sound, designated as NS below, and
three manipulations, respectively designated as NAAR3, AAR3,
and AARI1, in which the radar task was augmented by
progressively different virtual auditory cueing designs. The first
of these, used in NAAR3, was an auditory display with three
easily differentiated auditory cues (one for each type of radar
blip) that were localized in the same manner as the simpler of
the two spatialization schemes used in the 2002 study. As its
designation implies, this display was an NAAR listening space,
meaning that the correspondence between the radar task and the
virtual source of the auditory cues—nominally located forward
and 45° to the left in the listener’s auditory field—was relative
to the direction the listener was facing. NAAR3 replicated the
aurally-cued manipulation that was modeled in EPIC. The next
auditory manipulation, AAR3, was like NAAR3 in all respects
except that it used an AAR listening space. Thus, in this second
auditory cueing design, the virtual source of all three sounds
appeared to be co-located with the radar task regardless of the
orientation of the listener’s head. The final manipulation,
AARI, used the study’s third auditory cueing design, which,
like AAR3, was also an AAR display that used a single virtual
sound source co-located with the radar task. However, in this
final auditory cueing design, only one sound was used instead of
three, and its aural identity was different from the three sounds
used in the NAAR3 and AAR3 treatments.

The auditory materials used to augment the radar task are
short audio files of warning sounds that are played as sound
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a) Main Experiment

Condition Description

NS Baseline dual task exercise with no sound
(i.e., no auditory cueing was used)

NAAR3 Dual-task exercise with a non-augmented

auditory reality display using 3 auditory

cues to signal radar blip color changes

- each blip type signaled by an identifying
sound

- one virtual source for all three sounds

- correspondence of radar task to perceived
location of sounds is relative to orientation
of listener’s head

AAR3 Dual-task exercise with an augmented

auditory reality display using 3 auditory

cues to signal radar blip color changes

- each blip type signaled by an identifying
sound

- one virtual source for all three sounds

- radar task and perceived location of
sounds are co-located

AARI1 Dual-task exercise with an augmented

auditory reality display using 1 auditory

cue to signal blip color changes

- all three blip types signaled by the same
sound

- one virtual source for all three sounds

- radar task and perceived location of
sounds are co-located

b) Blip-Assessment-Time Study

Condition Description

BA-NS

BA-S Blip assessment exercise with sound

Blip assessment exercise—no sound

Table 1: A summary of a) the four experimental conditions in
the main experiment, showing their coded designations, and b)
the two additional exercises conducted to measure blip
assessment times. All exercises were assigned to participants in
counter-balanced order.

loops. Loops start when each event’s color assignment is made
and end when decisions are entered, but are only sounded one at
a time and always correspond to the oldest unacknowledged
event whenever overlaps occur. The sounds used in the NAAR3
and AAR3 manipulations are a police siren, an air-raid siren,
and a diesel truck horn, and the sound used in the AARI
manipulation is a low frequency pulse alert. Unspatialized
examples of each of the auditory cues are given in the audio
files accompanying this paper, which are listed below (these
files are also available by email from the first author as .wav or
.mp3 files).

[SIREN.WAV]
[AIRRAID.WAV]
[HORN.WAV]
[PULSE.WAV]
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The two radar-task-only exercises that followed the main
experiment were designed to explicitly measure how much time
radar blip assessments take. These exercises were conducted as
an ancillary study to develop parameters for future modeling
work and are analyzed here as a single factor, repeated measures
study with two levels, designated as BA-NS and BA-S. In each
exercise, a scripted sequence of 72 individual blips was
displayed by a version of the radar task that was altered to
present a black screen with a red dot corresponding to the center
of the radar display before each moving blip was shown.
Participants were asked to focus on the red dot and then look at
the displayed blip, assess it as they would in the dual task, and
enter their decision on the numeric keypad. In the exercise
designated BA-NS, participants assessed blips without auditory
cues; the BA-S exercise was augmented by the auditory display
used in the AAR3 manipulation in the main experiment. A
different script was consistently used for each exercise and the
manipulations were assigned to participants in alternating order.

4.4. Data and Planned Analyses

As in the 2002 study, three primary measures of performance
were collected in the main experiment: tracking error, radar task
response times, and counts of the number of attention shifts
participants made during each exercise. Based on the previous
findings, a correlated pattern of significant differences among
the treatment means for each of these measures was expected to
be found. Also, because the auditory design questions the main
experiment addresses are progressive, the manipulations were
specifically ordered to allow planned orthogonal contrasts to be
made. A significance level of .05 is used for all analyses.

Only preliminary progress has been made on the more
detailed, secondary analyses that are expected to shed light on
model-related questions. These results will be reported at a later
date. However, implications of the present analyses for the
modeling work are covered below, as well as the measures
resulting from the two blip assessment exercises.

5. RESULTS

The treatment means for the primary measures in the main
experiment are shown in the plots in Figures 2, 3, and 4 (error
bars in all of the plots show the standard error of the mean). A
consistent pattern of performance differences is present, and a
one-way, repeated measures ANOVA for each measure was
significant (see Table 2). As in the 2002 study, tracking error
data was normalized to compensate for individual differences by
subtracting each participant’s mean tracking error in their final
tracking-only training exercise from their mean tracking error in
each manipulation and dividing these differences by the
standard deviation of the tracking-only mean. Radar task
response times were measured in ms from the point at which
blips first change color to the point at which participants made
the second of the two key presses required for decision
responses (see Section 2.1). The means for these two measures
in the NS and NAAR3 conditions are relatively close to the
respective values in the corresponding manipulations in the
2002 study: tracking errors are slightly lower and blip response
times are a little over 200 ms higher than their earlier
counterparts. The mean number of attention switches in the NS
and NAAR3 manipulations, though, at 299.5 and 224.4, are
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Figure 2: Mean normalized tracking error in the main
experiment. The method of normalization is given in the text

(Section 5).
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Figure 3: Mean blip response time for the radar task in the main
experiment. Measures shown are for the second of the two key
presses participants were required to make to record each
decision (see Section 2.1).
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Figure 4: Mean number of attention switches between tasks in
the main experiment derived from head tracking data. See the
text (Section 5) for additional information about the calculation
of these counts.

notably lower than the respective counts of 411.2 and 295.2 that
were obtained by hand in the previous experiment, and may, in
fact, underreport the number of attention switches participants
actually made. The counts published here are a function of the
underlying head orientation data collected in each exercise. This
measure, which was logged at rate of 20 Hz, proved to be much
noisier and subject to individual differences than expected.
Although unambiguous shifts from right to left and back again
are present in much of the data, many instances where it is
unclear whether a genuine change in orientation occurred are
also present. To smooth this directional jitter, lower sample rates
and a series of distance thresholds were methodically explored.
A sample rate of 4 Hz in combination with five thresholds
ranging in even steps from 0.02 to 0.1 radians (1.15 to 5.73
degrees) resulted in a stable series of progressively decreasing
counts in each of the four treatments. The numbers reported here
correspond to the largest threshold and are the most
conservative set of the group. However, any of the other
thresholds could have been reported with no impact on the

June 9-15, 2010, Washington, D.C, USA

significance of the main effect for this measure. Although the
empirical counts in Figure 4 potentially challenge the targets for
this measure in the modeling work, the ratio of NS to NAAR3,
at 1.33, (as well as this ratio for the lower thresholds described
above) is quite close to the corresponding ratio of 1.39 in the
earlier study.

a) Normalized Tracking Error

Comparison Test

main effect F(3,51)=6.9,p<.001%*

NS with _
(NAAR3+AAR3+AART)3 | F(L 17 =211, p<.001%

NAAR3 with B
(AARBHAARI)2 F(1, 17) = 0.006, p > .05

AAR3 with AAR1

F(1,17)=0.43,p > .05

b) Blip Response Time

Comparison Test

main effect F(3,51)=10.14, p <.001*

NS with _ "
(NAAR3+AAR3TAART)3 | FU-17)=17.62,p<.001
NAAR3 with
(AAR3+AAR1)2 F(1,17)=1.07,p>.05

AAR3 with AAR1 F(1,17)=10.029, p> .05

¢) Attention Shifts

Comparison Test

main effect F(3,51)=12.36,p <.001*

NS with _ "
(NAAR3+AAR3AART)3 | FU-17)=20.38, p<.001
NAAR3 with
(AAR3+AAR1)/2 FQA,17)=1.81,p>.05

AAR3 with AAR1 F(1,17)=0.006, p > .05

Table 2: Summary of statistical analyses of the primary
performance measures in the main experiment: a) normalized
tracking error, b) blip response time, and ¢) number of attention
shifts between tasks. Tests marked with an asterisk are
significant.

Planned comparisons among the means for each of the
primary measures are also shown in Table 2. These linear
contrasts progressively compare a) performance in the baseline
condition to the mean of the three auditory display conditions,
b) performance in the NAAR design to the mean of the two
AAR designs, and last, c) performance with three auditory cues
to performance with just one. The first of these is significant for
all three measures, and thus provides clear evidence that the
auditory treatments meaningfully helped participants carry out
the competing tasks at the same time. None of the contrasts
comparing the three auditory display designs amongst
themselves reached significance, though, and this is an
important result that will be considered in greater detail below.
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The two blip-assessment exercises with a modified version
of the radar task that followed the main experiment yielded a
substantial amount of information that will be useful for
additional modeling refinements. The scripts for these exercises
required participants to decide whether blips from all three of
the type categories were hostile or neutral, both before and after
they changed color; instances of each of the color assignments
(which have not been covered in this paper) were also included,
thus giving a balanced set of measures for the different
configurations of visual information participants dealt with in
the main study. Although comparisons of these breakdowns are
not presented here, the means for both treatments, BA-NS and
BA-S, are shown in Figure 5. The times shown are for the first
of the two key presses participants made for each decision. This
measure affords the most straightforward way to wuse
performance constraints to infer the amount of time an operator
spends in the overall assessment procedure gazing at a blip to
encode its criterial information (see Section 3). Specifically, the
time required to acquire each blip visually and the time required
to execute the appropriate first key press can be calculated on
the basis of standard results in the human performance literature.
These intermediate values, which “frame” the core measure of
interest, can then be deducted from the gross measure to
extrapolate the time spent studying the blip.

Finally, it is interesting to note that while the small, 2.6
percent difference between these means is not significant, F(1,
17) = 1.09, p > .05, it is nevertheless in the direction that is
typically seen when auditory cues accompany visual
information. The difference is slightly larger in the same
direction, at 3.8 percent, for the mean of the second key presses
in these exercises, which are 2476 and 2382, respectively. These
latter numbers are essentially measures of distraction-free
responses, so it is useful to compare them with the mean blip
response times shown in Figure 3 as a way of understanding the
impact of the operational paradigm on decision making. In the
absence of auditory cues, the presence of an additional task (i.e.,
tracking) and the distance between the task displays adds 877
ms (nearly a second) to decision responses. And even with
auditory cueing, a difference of 277 ms with the measure in the
AAR3 condition (the type of display used for the BA-S
treatment and the lowest in the study) is still present.

6. DISCUSSION AND CONCLUSION

Two important purposes were met in the design and
implementation of this study. The first was to revisit the
manipulations from the 2002 dual task experiment that were
modeled within the framework of the EPIC cognitive
architecture, with the intent of examining specific attentional
performance predictions and inferred parameters that came to
light in this work. The outcome of this goal was a replication of
the main finding of the earlier study, namely, that virtual
auditory cueing can meaningfully improve the performance of
widely separated concurrent tasks, in large part by significantly
reducing the degree of attention switching (taken to be a
measure of effort) that is needed to maintain adequate
awareness of both tasks. The logging of state information, not
gathered in the 2002 experiment, which can be used to
reconstruct the status of the dual task at key points, allowing
questions about the relationship between courses of action and
specific situational patterns to be studied, is expected to be a
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Figure 5: Mean response times from the two blip assessment
exercises with a modified version of the radar task that
followed the main experiment. Measures shown are for the first
of the two key presses participants were required to make to
record each decision (see Section 2.1 for the radar task
response procedure).

useful asset for further explanatory and predictive modeling of
concurrent tasks involving visual and auditory information.

The other major purpose served by the experiment was the
methodical investigation of progressively different auditory
display designs involving elements that are thought to be
important for the composition and use of much richer auditory
information displays than the relatively straightforward, single-
purpose application that was evaluated here. While the lack of
meaningful differences among these treatments may seem
puzzling, it is nevertheless a valuable and encouraging result.

None of the prior series of dual-task studies involving
auditory cues have utilized an AAR listening space. Yet it seems
unlikely that any NAAR design could have reliable utility in
real-world settings in which operators must regularly interact
with multiple team members, turn to face large, team-oriented
displays, and maintain a general awareness of a complex
information environment that is likely to include public uses of
sound. Disparate uses of virtual audio that had to be mapped to
more than one task would potentially invite confusion unless
operators were required to remain perpetually oriented toward
their workstations. In principle, however, AAR would directly
address this concern, particularly in the context of a mixed-use
auditory display, by allowing auditory cues and other sound
information to be virtually co-located with, and so inherently
draw attention to, the different tasks they correspond to,
regardless of where the listener might be looking.

On the basis of this reasoning, it is unlikely that the AAR3
treatment would have been in some way inferior to the NAAR3
treatment, and the fact that performance in both AAR treatments
was effectively no different than in the NAAR3 manipulation
can be taken as persuasive evidence that this is indeed the case.
But this finding does suggest that virtual aural overlays on
visual information are probably unnecessary—though certainly
not disadvantageous—in relatively simple, single-use auditory
display applications (e.g., the radar task in the present study),
especially when the pace of the environment requires the
operator to maintain a high degree of situation awareness and
remain oriented toward the performance context. More to the
point, it is entirely likely that adding any form spatial
information to auditory cues is unnecessary in visually
circumscribed, single-purpose applications because operators
can readily intuit the import of the sounds.

In an indirect, but principled way, support for this last
assertion is arguably provided by the contrasts between the
AAR3 and AARI treatments, which show, for the purpose of
executing the dual task, that the removal of aural blip identity
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information had no meaningful impact on performance, that is,
one auditory cue was as good as three. This outcome implies
that simpler auditory information designs for visual attention
can be in some cases as good as, or even preferable to, more
information-laden designs, which, in turn, may be a particularly
useful finding for the design of mixed use auditory displays.

The principle of use that unifies these two outcomes is the
notion of least aural effort that was proposed in Section 3, which
asserts that, on the whole, listeners only make use of the
information functions present in a particular instance of sound
that are the most effective for the purpose at hand. (c.f. the
“principle of least effort” in [16]). The evidence from the
contrasts of auditory treatments in the study is that, beyond the
onset function of the auditory cues, listeners were indifferent to
the manipulation of two kinds of additional task-relevant
information: identity and locational deixis. The most plausible
explanation for this indifference is that participants were able to
more efficiently gather and process these essential pieces of
information for performing the radar task from other sources,
one being cognition (where is the task?) and the other being the
visual display (what must be decided?). This is not to say that
the augmentary aural information could not have been used,
only that it appears to have been superfluous in the specific
context of the dual task as employed here.

With only a secondary task requiring intermittent attention
and all of the criterial information for blip assessments readily
available to the eyes, the dual task presents little or no
opportunity for listeners to make timely use of the two
categories of auditory information that were manipulated in this
study. But this circumstance is unlikely to hold where mixed-
uses of auditory cues are required. In Navy operations,
watchstanders already attend to opposing chat and tactical
situation displays and are subject to documented lapses of
attention [17]. Virtual auditory cueing is being studied as a
strategy for ameliorating this concern, and it is difficult to argue
that performance in the absence of aural identities and deixis for
these and other tasks in this type of setting will serve the
operator well, precisely because these functions index a specific
task among several. Additional aural elaboration, though, may
be unneeded or counterproductive unless it can be exploited
more readily than other sources of task-relevant information.
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1. INTRODUCTION

The addition of a head-tracker to the dual-task experiment
reported in Brock et al., 2010 led to two distinct sonifications of
the collected data [1]. Initial analysis of the head-tracking data
was attempted in Microsoft Excel, and the size of the data sets
made the visual comparison of multiple log files intractable.
The head-tracker logged data approximately every 70 ms, and
each condition was thirteen minutes long, so a graph of a single
condition contained over eleven thousand points. This proved
too large to be managed from within Excel. In exploring
possible programs to view the data in we realized that our log
files could easily be modified to conform to the .wav file
format.

Initially, the realization that the head-tracking data was
essentially a digitally sampled analogue signal was used only as
a means transform the data into a form that could be visually
examined from within sound editing software. Sound Forge™
allowed us to simultaneously view the data from multiple
subjects. Although the data had been changed to a .wav format,
it was not specifically intended as a sonification in the sense
that no thought had been put into how the data would sound.
Nevertheless, the format used happened to produce meaningful
sound and with very little practice, several colleagues could
casily differentiate between sonifications of conditions which
had been shown to have statistically significant differences in
the head movements of subjects.

This spurred the construction of a more detailed
sonification of our data which included not only the data about
the motion of subjects' heads, but also data collected about their
tracking performance and a detailed event log from the radar
task. The goal was to sonify as much of the collected data as
possible, and then to see whether or not people could
differentiate between data from each of the different conditions
used in the experiment.

2. Data and Sonification Methods

The NRL Dual-Task consists of a tracking task and a radar task.
The tracking task is a continuous task in which subjects are
required to follow the movements of a target on the screen with
a joystick. The radar task involves a series of classification
events in which the subject responds to the behavior of blips on
the screen by classifying them as either hostile or neutral. Each
classification event requires two key presses, one to denote the
determination of hostility, and one to identify the blip. Each
condition had a duration of thirteen minutes, with a total of 65
classification events. A detailed description of the task can be
found in Brock et al., 2010[1]. Two sonifications have been
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created from the data collected in this experiment. The first
sonification only made use of the head-tracking data, but a
second sonification used performance data from the tracking
and radar tasks.

2.1. First Sonification

Subjects wore a pair of headphones fitted with a head-tracking
device that logged the direction the subject was facing
approximately every 70 milliseconds. This logging was
slightly irregular, with some samples separated by as much as
100 milliseconds. In order to most effectively display this data
as a .wav file, evenly spaced samples are needed. Because the
magnitude of head movements between any two points in our
dataset was small, we were able to use a simple linear
interpolation between points to create a dataset with points
spaced exactly 50 milliseconds apart. These data points were
measured in radians and ranged from approximately -0.3 to .3
radians.

The initial sonification used the interpolated, evenly
spaced data, and converted it to an audio format in the most
direct possible way. Each data point was scaled and converted
to a 16-bit integer between -32677 and 32678. These were then
written as sample points in a 16-bit, 8kHz PCM format.
Because each sample represented 50 milliseconds of time in our
experiment, and 8kHz audio stream represented a playback
speed four hundred times faster than real-time, and each
thirteen minute condition was translated into a 1.95 second
sound file.

As examples, eight auditory files are included. The first
four are sonifications from a single subject of the four
experimental conditions described in Brock et al., 2010 [1].
The conditions are referred to as the “no sound” condition (NS),
the “non-augmented auditory reality” with three sounds
(NAAR-3), the “augmented auditory reality” with three sounds
(AAR-3), and the “augmented auditory reality”” with one sound
(AAR-1). For details about the difference of the conditions,
please refer to the referenced paper. The key issue for the
purpose of this example is that in the NS condition, subjects
performed significantly worse than in others, and had a greater
number of head turns.

The first sound clip (Sonl_1-1.wav), is a sonification of
subject 1's head movement in the NS condition. When
compared to the other three files (Sonl 1-2.wav, Sonl 1-
3.wav, and Sonl 1-4.wav), subtle differences are apparent.
Although each condition sounds like low-frequency static, the
1-1 file is noticeably smoother. In the other conditions (NAAR-
3, AAR-3, and AAR-1), subjects performed better, with fewer
unnecessary head turns. In these sonifications, the relatively
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large gaps of time with no head movement producs short
silences followed by a noise sounding like a pop or a click.
With a small amount of practice, we found ourselves able to
correctly identify sonfications of the NS condition. In order to
test this for yourself, four additional auditory clips are provided
(Sonl_2-a.wav, Sonl_2-b.wav, Sonl_2-c.wav, Sonl_2-d.wav).
These four files are the Sonifications of another subject's head
movement in the NS, NAAR-3, AAR-3, and AAR-1conditions.
There are distinct differences between subjects, but you should
be able to identify the sonification of the NS condition. The
conditions represented by the four files are revealed in a text
file (Sonl_key.txt).

3. Second Sonification

A second sonification was created with the goal of including all
data that had been collected during the experiment. In addition
to the head-tracking data, this sonification would include data
about the subjects' performance on both the tracking task and
the radar task, as well as data describing the state of the radar
task.

3.1. Head-tracker

The second sonification made use of the interpolated data
points used in the first sonification described above. Instead of
directly mapping those data points to samples, this sonification
used simple properties of the data set to modulate a square
wave. The value of the data point was used to position the
square wave such that the left-right panning corresponded to the
direction that the subjects' head was facing. In addition, the rate
of head movement as measured by the magnitude of change
between neighboring data points was used to modulate the
frequency and amplitude of the square wave. In order to make
movement seem continuous, all values are interpolated from the
two nearest data points. The goal was to have a relatively
subtle sound that would indicate the subject's current focus to a
listener, and modify it so that head movements would be
noticeable with larger head movements more salient than small
ones.

3.2. Joystick

In the tracking task, a subject is required to keep a reticle over a
target by controlling the reticle with a joystick. The log file for
this task records the position of the target, position of the
reticle, and the position of the physical joystick on both the x-
axis and y-axis. Each of these values is recorded every 83
milliseconds (12 Hz). From this log, interpolated points are
calculated every 50 milliseconds in a method equivalent to what
was used for the head-tracking data. From those data points, we
calculated the distance between the target and reticle at 50
millisecond intervals. White noise was then synthesized, with
the distance between target and reticle used to modulate
amplitude so that the noise is quiet for periods where the
subject performs well, and increases in volume as a subject's
performance decreases.
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4. Radar data

In the radar task, subjects see blips of three different types
traveling from the top of the screen to the bottom. They are
required to classify these incoming blips as hostile or neutral
based upon rules that differ for each blip type, and must enter
their designation via the keyboard. Theses responses are not
allowed until the blips are about halfway down the screen.
Prior to this point the blips are grey, and when a response is
allowed, they change color. In most conditions of the
experiment, an alarm is played at the same time as the color
change, but in one condition, no alarms are played. The
primary metric used to evaluate subject performance on the
radar task is the reaction time measured from when a blip
changes color to when the subject completes a designation
entry.

The log files for the radar task contain several types of
information. Each time a blip appears on the radar screen,
becomes active or is classified either incorrectly or correctly by
the subject, an event is logged. In addition, every keystroke
performed by the subject is recorded, and categorized. Each of
the events is encoded and represented within the sonification as
short sound clips. These are not synthesized or modulated in
any way, but are simply a mapping of the possible event types
used to trigger the playback of preset audio clips. Finally, a 440
Hz sine wave was used to indicate periods of time in which the
task was waiting for a response from the subject. For all time
periods in which a colored blip was present on the screen, a sine
wave is generated. In this way, a sonification in which the sine
wave was more prevalent reflected poorer performance by the
subject.

5. Auditory Examples

Two 16-bit, 44.1kHz .wav file examples of this sonification are
included (1-1 20-mix.wav, 1-2 20-mix.wav). The algorithm
used to sonify the NRL Dual Task data has a parameter for
temporal compression. If the temporal compression is set to 1,
then the resulting sonification will be equal in length to the data
provided. A temporal compression of 400 would result in a file
with the same duration as the first sonification. The examples
provided are presented with a temporal compression rate of 20.

Though we hoped to create sonifications that would
comfortably include all of the different types of data from the
experiment, I find that the sonifications are easier to understand
when they are split into data from the head-tracker, joystick
data and radar data.

5.1.1. Head-tracker audio

The first data file (HT 1.wav) is a sonification in which the
data is being presented in real time. This sonification is a short
segment of data from subject 1's head motion during the NS
condition. When presented with no temporal compression in
the sonification algorithm, it is relatively easy to keep track of
the head's position, and to get a sense of the speed with which
the head was moved for any individual head turn.
Unfortunately, it is very difficult to compare two of these
sonifications and notice differences in a subject's performance
or behavior based upon them. Increasing the compression
improves the ability to compare between sonifications, while
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giving a less clear picture of head positioning. As an example,
two sound clips of sonifications with a temporal compression
rate of 20 are included (HT 20 1-l1.wav, HT 20 1-2.wav),
along with two examples at a compression rate of 400
(HT_400_1-1.wav, HT 400 _1-2.wav). These files represent
the head movements of subject 1 in the NS and AAR-3
conditions at two different speeds. @ The files with a
compression rate of 400 contain the entire data set for their
conditions. At a compression rate of 20, individual head turns
are difficult, but possible to perceive. However, it is also
difficult to distinguish between the two conditions. The files
with a compression rate of 400 make it impossible to identify
individual motions, but a different property emerges which
makes it easy to distinguish between conditions. At the higher
compression rate, the average position of a subject's head can
be heard more clearly, with the subject's head position falling
far right in conditions other than NS due to the smaller number
of head turns.

5.1.2. Joystick audio

Of all the portions of the sonification, the joystick data changed
least with different temporal compression rates. The joystick
sonification is a direct measure of a subject's performance on
the joystick task but in most cases, the differences between
conditions in the joystick files are not apparent. Included are
the four sonifications of subject 9's performance in each
condition (JS_9-1.wav, JS 9-2.wav, JS 9-3.wav, JS 9-4.wav).
These files have a compression rate of 400, and represent the
entire data set for subject 9.

5.1.3. Radar audio

The main quality that stands out as a difference between
conditions in the sonification of the radar data is the presence or
absence of the sine wave indicating a colored blip on the
screen. This closely related to the subject's reaction time since
the completion of a response (whether correct or incorrect) will
remove a blip from the screen and results in less time with a
colored blip onscreen.  Again, the differences between
conditions are more pronounced when the compression rate is
higher. Another indication of condition type is the presence of
the (Miss.wav) sound. Most misses occurred in the NS
condition. The number of occurrences is small though, and
some subjects were able to complete the NS condition without
missing any blips, while others made a few errors of omission
in other conditions as well. Two radar files at compression
rates of 400 are included for comparison (R 400 1-1.wav,
R_400_1-2.wav)

6. Discussion

In the process of sonifying the NRL Dual-Task data, we found
it possible to highlight all of the statistically significant features
reported on in Brock et al., 2010. We had hoped that these
sonifications would provide some insight that might
compliment our data analysis. Unfortunately, no distinguishing
qualities between conditions have yet been noted in the
sonifications that was not present in our statistical analysis.
One difficulty with exploring the data was that parameters'
settings had to be chosen in advance, and each time we wanted
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to change a parameter, the program needed to be recompiled,
and the sonifications regenerated. This process was quite time
consuming, especially for the sonifications with lower temporal
compression rates. In order to explore this data more
effectively, a dynamic interaction between the listener and the
sonification may help. A sonification that could be generated in
real-time, with controls to change parameters might allow for a
more thorough exploration, and may enable a listener to
discover features of these data sets that have not yet been
identified.
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ABSTRACT

Detection of intrusions is a continuing problem in network
security. Due to the large volumes of data recorded in Web
server logs, analysis is typically forensic, taking place only after
a problem has occurred. We are exploring the detection of
intrusion signatures and patterns via an auditory display. Web
log data is parsed and formatted using Python, then read as a
data array by the synthesis language SuperCollider [1], which
renders it as a sonification. This can be done either for the study
of pre-existing data sets or in monitoring Web traffic in real
time. Components rendered aurally include IP address,
geographical information, and server Return Codes. Users can
interact with the data, speeding or slowing the speed of
representation (for pre-existing data sets) or “mixing” sound
components to optimize intelligibility for tracking suspicious
activity.

1. INTRODUCTION

While the primary task of the sciences may be exploration and
the discovery of new knowledge, a critical issue currently
facing scientists and researchers is in the area of presentation --
the ability to introduce their discoveries effectively, both to
laypeople and to fellow researchers. There is an emerging area
of interest in representation of scientific information, and how
the use of multi-media technologies, an essential component in

ICAD-83

Brian Panulla

The Pennsylvania State University
College of Information Sciences and Technology
Center for Network Centric Cognition and
Information Fusion
brian@panulla.com

David L. Hall

The Pennsylvania State University
College of Information Sciences and Technology
Center for Network Centric Cognition and
Information Fusion

dhall@jist.psu.edu

disseminating new information, can in turn shape and influence
scientific thought [2].

The problem is not only that of dealing with new forms of
information, but also with unprecedented quantities of it. In our
Information Age, new forms of gathering information are
constantly being created. However, this does not necessarily
lead to increased understanding. In particular, managing crisis
situations or monitoring infrastructures requires the ability to
interpret incoming information from multiple sources. With
new sources of information constantly becoming available, the
challenge becomes how to process it effectively, avoiding the
condition described by informatics researchers as cogmenutia
fragmentosa [3].

Penn State’s Center for Network Centric Cognition and
Information Fusion (NCIF) [4] housed in Penn State’s College
of Information Sciences and Technology, explores the
information chain from energy detection via sensors and human
observation to modeling, signal and image processing, pattern
recognition, knowledge creation, information infrastructure,
and human decision-making [5].

The Center’s Extreme Events Lab (EEL) is intended to
allow researchers to run end-to-end experiments that improve
situational awareness and enhance their ability to optimally
leverage all available sensors, human observers, and technology
in order to escape “information overload” and extract the true
meaning hidden within the vast mountains of available data [6].

There is a body of work in the field of cyber security that
examines intrusion detection in terms of information theory,
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noting that the complexity of network activity drops during
intrusion attempts [7, 8].

Here we describe initial steps in an experiment created for
the EEL in which Web log data is rendered as a sonification.
Our goal is to determine whether intrusion attempts produce
recognizable patterns that can be detected aurally, either in real
time, or as an after-the-fact analysis. Results of this work will
become part of a collective pool of methodologies used in
ongoing data rendering experiments carried out by the center.

2. PREDECESSORS

This project is related to earlier work [9-11] involving network
activity sonifications. Most directly related was the Peep
Network Auralizer System [9], which played back various
recordings to reflect network conditions such as incoming and
outgoing email, load average, number of users logged in, etc.
Through various sound libraries, akin to SoundFonts, listeners
could be placed in a variety of listening environments —
rainforest, desert, and so on. The amount of rain might
represent load average, the flow of a waterfall might represent
email traffic, and so on. The creation of nature-inspired
soundscapes was an effective design choice, as it resulted in a
pleasant and unobtrusive listening environment. However, the
limitation of this approach is the same as found in sampling
synthesizer instruments: simple triggering of audio files lacks
“control intimacy” (as described by Moore in [12]) whereby
variations in the data create variations (often subtle) in the
creation of sound, in a manner akin to a musician’s many
microscopic gestures that affect the sound and character of an
instrument during performance.

A closer level of control intimacy is achieved with
parameter-based sonifications [13], which link the data to the
sound at a deeper acoustic level than is possible with simple
triggering. The data values are mapped to synthesized sound
characteristics such as oscillator frequency, filter cutoff
frequency, volume, stereo panning, etc. This methodology runs
the risk of turning into “bleep bloop” music that can be a trying
listening experience. The key to success lies in effective
orchestration strategies. A multi-dimensional data set is
sonified as a multi-instrumental synthesizer ensemble. The
design challenge is to create timbres that complement each
other well when they are combined to represent data
dimensions. Parameter-based sonifications also have the
potential limitation of being arbitrarily contrived, so that users
may have difficulty learning which auditory characteristics
reflect which data dimensions, which may have no apparent
intrinsic connection.

A further level of control intimacy is gained with another
approach, termed model-based sonification [14]. This involves
mapping data values to resonances and/or mechanics of a
physical model, typically in a form that can be explored
interactively by the analyst, creating inextricable relationship
between the data and the resulting sound event. A physical
model is a computer synthesis technique based on wave
equations that describe vibrating objects. An example model-
based sonification might be a multi-dimensional data set
mapped to a theoretical grid of masses and springs, simulating a
virtual instrument. As the data iterates, the character of the
instrument’s vibrations changes. This allows the possibility of
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subtle patterns to emerge within the quality of the sound field
that would be lost with realization based on simple triggering,
and are more inherently integrated than parameter-based
sonification methodologies.

The modeling idea is explored in a simplified form in our
sonification, in that we use a simple physical model, although
without the high-dimensionality and user navigability of many
model-based sonifications. We create additional renderings that
are parameter based for a more qualitative realization, as well
as triggered sounds that are used for certain alerts. The
synthesis parameters were chosen for aesthetic reasons, in some
cases to create a pleasing sounding musical instrument, in
others to create a pleasant nature-like soundscape.

3. WEBLOGDATA

When someone tries to load a Web page by typing a URL,
clicking a link, or by submitting data via a Web-based form,
that person’s browser sends an HTTP Request to the Web
server, which in turn sends back an HTTP Response in the form
of a Return Code. The Return Codes consist of a numeric ID,
often followed by a text explanation. The ranges of the numeric
IDs indicate various levels of Success (2xx), Redirection (3xx),
Client Error (4xx), or Server Error (5xx). This exchange is
typically invisible to users, although one commonly seen
Return Code is the familiar 404: Page Not Found.

The data set used for our sonification consists of 11,350
entries, which originate from a filtered set of HTTP Requests
made to the Web server at Penn State’s College of Information
Sciences and Technology. The requests span a 24-hour time
period. Each point in our data set is an array consisting of
information taken from an HTTP Request as well as the
corresponding Return. Each array entry includes:

*  atimestamp,

¢ the Request’s source IP address,

¢ the latitude and longitude of the Request,
¢ the Return Code sent by the server.

4. SONIFICATION STRATEGIES

4.1. Iteration

The data set is loaded into SuperCollider as an Array. A Task
process is run, with each iteration loading values from the next
array member into variables. Synth objects are then instantiated
that use the variables as controls of its various aspects
(frequency, modulation rate, and so on).

4.2. Time Stamps

Each data array triggers a sound event in the sonification. The
rendering for sound events is based on the relative times
between timestamps, multiplied by a scalar. Thus, periods of
higher or lower relative activity can be easily recognized,
depending on whether one hears sparse, occasional events or a
flurry of sound. A pre-existing data set consisting of many
hours of activity can be heard over a timescale on the order of
minutes or seconds, depending on the iteration rate the listener
chooses.
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4.3. 1P Addresses

The principal focus of this work involves translating the IP
addresses of HTTP Requests into sound. Our question is
whether a coordinated set of Requests from a single address or
a set of related addresses would create an auditory signature of
some kind.

IP addresses are typically written in “dot-decimal notation,”

which consists of four octet values derived from a 32-bit
network identification number, as shown in Table 1.

a 32-bit binary identification number
01100100100101101100100011111010
is divided into four 8-bit octets

01100100.10010110.11001000.11111010

commonly written with each octet as a
decimal number in the range of 0-255

100.150.200.250
most significant octet least significant octet

Table 1. IP Address Structuring

We treat the octets separately, thus treating each source IP
address as a four-dimensional data point, with the most
significant values represented by the leftmost octet, and the
least significant values represented by the rightmost.

The binary nature of IP addresses suggests a compatibility
with the numbering system used in MIDI (Musical Instrument
Digital Interface), a common software protocol understood and
transmitted by synthesizer instruments. A note number of 60 is
assigned to middle C, with successive values above or below 60
corresponding to half steps above or below middle C.

As a preliminary step, the IP octet values are mapped to
MIDI note values. Each octet (0-255) is remapped to a value
within a span of 23 half steps. Since the initial range of 0-255 is
much larger than the mapped range of 0-23, the resulting values
are floating point, meaning that most of the mapped frequencies
are microtones, falling between the half-steps represented MIDI
integer values.
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4.4. Vibraphone

A set of four resonances can describe the timbre of a
vibraphone, as shown by the spectrogram in Figure 1. It can be
observed that the timbre consists of four resonances that closely
correspond to the fundamental, fourth, 10™ and 17" harmonics.

We start with the quartet of MIDI note values derived from
the source IP address, described in the last section, and
transpose them further, such that they function as four
harmonics falling roughly within the ranges of a vibraphone’s
partials. These values are then used in an instantiation of an
vibraphone-like instrument that is created with SuperCollider’s
Klank unit generator, which is a simple and general physical
model consisting of an arbitrary number of resonant frequencies
with relative amplitudes and ring times:

SynthDef ("ipVvib", {arg fund=293,
formantl1=1173, formant2=2930, formant3=4986,
vl=1l, v2=1, v3=0.3, v4=0.3, pos=0.0;
e=Env.new([O0, 1, 1, 0], [0.01, 1.5, 0.01], 'linear');
k=DynKlank.ar( [[fund, formantl, formant2, formant3],
[vl, v2, v3, v4],
[1.5, 1.0, 0.25, 0.1]],
Impulse.ar(0, 0, 0.1));
p=PanAz.ar(~numChans, k, pos, 1, 3);
Out.ar(0, p*EnvGen.ar(e, doneAction:2))

}).send(s);

Each time the Task iterates, a single impulse (the digital
audio equivalent of a percussive strike) is sent to an
instantiation of the vibraphone instrument, with four resonances
mapped from the values of data’s IP address. Thus, each HTTP
Request in the data set triggers an instance of the vibraphone-
like instrument in the sonification.

The result is a quick, active vibraphone melody. The four
octet/frequency values are not heard as a discrete chord, but
rather they fuse into a unified timbre with shifting resonances.
A short two-channel excerpt can be heard online at
http://dl.dropbox.com/u/4128606/vibraphone-like.wav.

4.5. Babbling Brook

The Peep system, mentioned earlier, created a pleasant and
informative nature-scape. In an effort to appropriate this idea,
an alternate rendering is created of each IP address that is meant
to sound like a brook or creek.

This sound model is derived from a synthesis example titled

IP address: XXX . XXX . XXX . XXX
6 kHz —
] -
3 kHz -
O Hz i |
0 sec. 0.5 sec. 1 sec.

Figure 1. Spectrogram of vibraphone Middle D (293 Hz), with the assignment of IP octets to the most significant partials.

ICAD-85



The 16th International Conference on Auditory Display (ICAD-2010)

“Babbling Brook,” which was created by SuperCollider’s
inventor, James McCartney, and is included as an example that
comes with the SuperCollider program’s documentation. The
patch consists of filtered noise, with a modulating value
controlling the cutoff frequency of the filter.

In our adaptation, each source IP address provides
parameters for four instances of the water-like instrument, each
with its average cutoff frequency and modulation rate based on
the value of its source octet.

SynthDef ("ipnoisedroplet",
{ arg f1=800, £f2=17, vol=1.0, dur=1.0, pos=0.0;

e=Env.new([O, 1, 1, 0], [0.01, dur, 0.01],
'linear', nil, nil);

r=PanAz.ar (~numChans,

RHPF.ar (OnePole.ar (BrownNoise.ar, 0.99),

LPF.ar (BrownNoise.ar, f2+5)*f1+f1, 0.03, 0.003),
pos, vol, 3);

Out.ar (0, EnvGen.ar(e, doneAction:2)*r);

}).send(s);

The result is a diffuse water-like soundscape that is
abstractly related to the IP addresses in the dataset. Since there
is no inherently musical relationship between the octet values in
IP addresses, the option of creating the babbling brook
soundscape allows the possibility of a more qualitative
rendering that may be preferable to the musical relationship
somewhat imposed by the vibraphone rendering. A short two-
channel excerpt can be heard online at
http://dl.dropbox.com/u/4128606/water-like.wav.

4.6. Vocal Synthesis

Since a set of 3-5 formants (consistent spectral peaks applied to
a signal containing many harmonics) is sufficient for basic
vowel synthesis, a third rendering is created that models vowels
created from each source IP address. This is somewhat similar
to the idea of the vibraphone-based timbre, with the distinction
that the four values are mapped to different frequency regions
so that they fall within the ranges of vocal formants instead of
vibraphone harmonics. The four frequency values are also not
given relative ring times, but rather they all sound continuously.
A continuous sound that modulates as the data set iterates
creates a vocal-like drone that has a shifting vowel quality.

4.7. Server Return Codes

In addition to creating sounds mapped from source IP
addresses, an additional annotation is given to each data point
by creating a sound based on the Web server’s Return Code.
Different percussive sounds are assigned to the various Return
Codes, such as a model of two river stones clicking together, or
noise bursts to suggest splashing, or a pitched ringing sound.
These are meant to highlight occurrences of different Return
messages, so that a repeated error message, for example, can be
made salient.

4.8. Request Location

Since SuperCollider allows sounds to be panned over an
arbitrary number of channels, we also sonify longitude of each
Request as stereo localization, panning the sound event within
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an octaphonic ring of loudspeakers, placing the listener in “the
center of the world.” At this writing, a rendering of latitude is
being explored. A likely design will be a model resembling a
gong, so that different “elevations” can be represented by
differing strike pressures, so that a low tapping can represent
lower latitudes, with a louder, ringing strike indicating higher
latitudes.

5. INTERFACE

The overall soundscape of the sonification is controllable by a
mixing-board like interface. Its functionality follows the design
of our earlier work in cardiac data sonification [15]. Users can
start, pause, and reset playback via buttons; one slider can
speed up or slow the rate at which the dataset is traversed,
another slider allows the dataset to be scrubbed so that playback
may start from any arbitrary point, with the timestamp of the
current position displayed visually. Each sound component has
separate volume slider, allowing the overall mix to be
controlled.

The interface is displayed on a Lemur LCD controller [16].
This customizable device can send messages to the IP addresses
of musical devices via Open Sound Control (OSC). A Lemur
can potentially control a synthesizer device placed anywhere on
the World Wide Web. Lemur interfaces are created in software
on a computer, with objects taken from a palette of knobs,
sliders, and other interface elements, and each named
individually.

SuperCollider has a class called Lemur, by which an
interface can be recognized by its IP address. It can read
information from the named objects in the Lemur interface (for
example, the position of an object called Sliderl), and assign it
to a variable within the synthesis patch (for example, a variable
assigned to an oscillator’s volume value).

6. INITIAL RESPONSES

Development and testing of the sonification system is being
carried out as this is being written. But it is apparent that two
base conditions have been met. One is that coarse changes are
audibly obvious: for example, repeated Requests from a single
location are readily apparent, even to the least musically trained
ears. Another is that of persistence: the sound quality makes a
pleasing and unobtrusive backdrop. This was informally
assessed during a wine and cheese event commemorating the
tenth year of the College of Information Sciences and
Technology. Visitors were invited to visit the EEL and other
facilities. As people wandered in throughout the evening, the
initial reaction of visitors was quite favorable. Granted, this soft
anecdotal evidence hardly constitutes academic merit in and of
itself. However, a pleasant listening experience is an essential
component of a successful sonification, and is therefore an
essential criterion for evaluating merit at this initial stage of the
work.

7. FUTURE WORK

The work to date has been on design issues, exploring how the
information can be mapped effectively. The next step is to
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establish proof of concept by evaluating our design with data
sets containing known intrusion attempts. Well-documented
case sets are publicly available [17], which allow for initial
proof of sonification concept.

It is likely that other characteristics of a Web log data set
can be usefully sonified, beyond simple renderings of the
requesting IP address. Subsequent iterations of this work will
explore anomalous log entries, such as unusually long requests,
which are often associated with attempted database intrusions.

Larger-scale analyses will likely need some higher levels of
abstraction in rendering, as the density of data may become
unwieldy or incoherent when each point is sonified. While
having this microscopic level present is desirable to ensure the
integrity of the rendering, it is also desirable to be able to
introduce various types of averaged and statistical data.

We also project creating a real-time renderer. This will
likely be in the form of a daemon written in Python that
receives copies of Web log entries, parses them, and reformats
them as OSC messages, which it then sends to SuperCollider.

8. CODA

It is unlikely that Web system administrators will feel inclined
to purchase octaphonic sound systems and Lemur interfaces.
However, there has been interest expressed in using some form
of auditory monitoring of server traffic at Penn State, and
certainly scaled-down versions could easily be created for
practical implementations. But it is more to the point to bear in
mind that NC’IF functions as a collective, whereby ideas are
regularly shared among people working on a variety of projects.
It is entirely possible that an interesting idea created for one
project may turn out in practice to be more suitable for another
project, as various forms of data renderings and data fusion are
explored. It is thus in our interests to explore all possibilities for
representation, rather than potentially limit ourselves by setting
out to create a fixed product for this rendering.
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ABSTRACT

This research project shows a technique for allowing a
user to "see" a 2D shape without any visual feedback. The user
gestures with any universal pointing tool, as a mouse, a pen
tablet, or the touch screen of a mobile device, and receives
auditory feedback. This allows the user to experiment and
eventually learn enough of the shape to effectively trace it out
in 2D. The proposed system is based on the idea of relating
spatial representations to sound, which allows the user to have a
sound perception of a 2D shape. The shapes are predefined and
the user has no access to any visual information. While
exploring the space using the pointer device, sound is
generated, which pitch and intensity varies according to some
given strategies. 2D shapes can be identified and easily
followed with the pointer tool, using the sound as only
reference.

1. INTRODUCTION

The aim of this research project is to use sound as feedback
with the aim of recognizing shapes and gestures. The proposed
system has been designed with the idea of relating spatial
representations to sound, which is as a way of sonification.

Sonification can be defined as the use of nonspeech audio
to communicate information [6]. Basically, our proposal
consists on relating some parameters of the 2D shape that we
want to communicate, with some sound parameters as pitch,
amplitude, timbre or tempo between others. By nature,
sonification is an interdisciplinary field, which integrates
concepts from human perception, acoustics, design, arts, and
engineering.

The best-known example of sonification is the Geiger
counter, invented by Hans Geiger in the early 1900’s. This
device generates a “beep” in response to non-visible radiation
levels, alerting the user of the degree of danger. Frequency and
intensity vary according to the existing radiation level, guiding
the user.

Another example of sonification is given by the Pulse-
oximeter, which was introduced as medical equipment in the
mid-1980’s. This device uses a similar concept that the Geiger
counter. It outputs a tone, which varies in frequency depending
on the level of oxygen in the patient blood.

Other known example of sonification is the Acoustic

Parking System (APS) used for parking assistance in many cars.

It uses sensors to measure the distance to nearby objects,
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emitting an intermittent warning tone inside the vehicle to
indicate the driver how far the car is from an obstacle.

Sonification has been used to develop navigation systems
for visually impaired people [8] allowing them to travel through
familiar and unfamiliar environments without the assistance of
guides.

Other works [2],[11] are focused on creating multimodal
interfaces to help blind and impaired people to explore and
navigate on the web. The design of auditory user interfaces to
create non-visual representations of graphical user interfaces
has been also an important research activity [1], [9].

Some systems have been developed to present geographic
information to blind people [5], [7], [10]. It allows the user to
explore spatial information.

In some works the aural feedback is added to an existing
haptic force feedback interface to create a multimodal rendering
system [3], [4].

Although our system would be used to assist visually
impaired people in the recognition of shapes and gestures, we
do not want to limit its scope to this field of application.

2. SYSTEM DESCRIPTION

In this section is described our proposal, that consists on using
auditory feedback to help users in the identification and
communication of 2D shapes in those situations where they

have no access to any visual feedback.
(\) %
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Figure 1. Using an universal pointer device to interact with
the system.
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Although the system would be conceived as a stand-alone
product, the first prototype is designed as a piece of software
that runs in any computer.

As the idea of the proposed system is to communicate a
2D shape to other users using auditory feedback, the first thing
that has been implemented is a simple drawing interface to
generate a 2D shape.

Once the 2D shape has been created or imported into the
system, the system is ready to communicate the shape to the
user. This communication is made possible by emitting some
sounds while the user gestures using a universal pointer device
as a mouse, a pen tablet, a pen display or a touch screen of a
mobile device. This has been an important design specification
of the system, which allows the user to interact with the system
using any universal pointer device.

Figure 1 shows how the user interacts with the system
using a pointer device. Although the user is sitting in front of a
computer, it must be clearly stated again that the user has no
access to any visual information.

In order to identify the 2D shape, the user should start
exploring the space around him by moving the pointing device.
The movement of the user pointer tool is directly associated
with the movement of a virtual point in a virtual 2D space
where the shape is located.

Figure 2. The user has not access to any visual information.
A sound is generated when the user approaches to the shape.

As the user approaches to the shape, a sound is generated
which pitch, timbre and intensity can vary according to a
specific spatial to sound mapping strategy. Figure 2 shows how
sounds are generated when the user approaches to the shape.

Once the user has located the 2D shape, the following step
consists on trying to follow the shape using the sound as only
feedback. If the user moves away from the curve, the sound
disappears and the user can get lost into the silence. Anyway,
the user can easily move the pointer back to the last position
where the sound appeared, to continue tracking the position of
the shape.

The size of the user workspace while moving the pointer
matches with the size of the screen where the shape is located.
When the user moves the pointer further the limits of the
workspace, a different sound tells him that he has reached the
workspace limits. This is very useful when using the mouse as
pointer device.

The proposed system is based on the proprioception sense,
which provides a relation between the gestures made by the
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user while following the sound, with the spatial representation
of these gestures.

Thanks to the proprioception sense, the hand gesture made
while following the sound is transformed into a spatial
representation of the shape. Figure 3 shows how the user can
reconstruct mentally the 2D shape using the auditory feedback.

N
)(\\/”/i4 /

Figure 3. Users transform the gesture made while following
the sound, into a spatial representation of the shape.

There are several ways of identifying the 2D shape using
the pointer device. Some users would prefer to keep following
the 2D shape slowly without loosing the sound. On the other
hand, other users would prefer to start moving around the whole
workspace, from side to side, getting some scattered points,
which can be later connected mentally to form the 2D shape
(see Figure 4).

L,
(7 /'\\_//L/ )

TS

Figure 4. User movements from side to side of the screen trying
to find a 2D shape using the sound as feedback
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In order to provide a relation between the gesture made
and the sound feedback, a perfect synchronization of perceived
audio events with expected tactile sensations is needed.

The user workspace is divided into two different areas:
sound areas and no sound areas. Figure 5 shows how the limits
between sound and silence are located at certain distances at
both sides of the 2D shape. The transition between silence and
sound is made gradually, as shown in figure 5 where the sound
intensity increases as the distance to the curve decreases.

The value given to this distance is not trivial and its
appropriate selection will ensure that the user will be able to
identify adequately the 2D shape using auditory feedback. If the
distance were greater than needed, the sound area would be too
wide. This would imply the possibility of finding multiple
solutions, which would be far from the 2D shape that the user
was trying to identify.

In the other hand, if the distance were too close to the 2D
shape, it would be difficult for the user to locate a 2D shape,
due to its thin thickness. The 2D shape would become invisible.

The value of this distance depends also on the pointer
device used. For example, it is not the same to use the small
track pad of the laptop that using a 15’ pen tablet. In this
example, the ratio between the size of the finger and the track
pad area is much bigger that the ratio between the stylus
diameter and the area of the 15’ pen tablet. The value of this
distance is also related to the resolution of the pointer device.

So, further studies should be carried out to find the
optimum distance that delimits the sound area around the 2D
shape.

NO SOUND

NO SOUND

Figure 5. Sound to spatial relationship. Sound intensity
increases as the distance to the curve shape decreases.

When working with pointer devices, it is necessary to be
aware of the differences between relative and absolute
referencing. In our system, it is much better to work with
absolute references. Most of the pen displays and touch screens
use absolute references. It is not the same case when dealing
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with a mouse or a track pad, where the referencing system is
relative.

As example, if the user lifts the mouse, moves it away, and
places it again on the surface, the pointer stays in the same
position on the screen. This is not useful for our system, since
the user would lose the spatial reference while trying to locate a
2D shape.

On the other hand, if the user uses a pen tablet, the whole
area of the tablet is mapped to the whole area of the screen. So,
if the user lifts the stylus, moves it away and places it again on
the surface, the pointer moves to another position on the screen.
This is exactly what we need.

3. STRATEGIES TO MAP GEOMETRY TO SOUND

An application has been built with the aim of studying how
easy would be for a user to identify a 2D shape using the sound
as feedback. Some parameters will be set to adjust the process.
In this section are given some technical details and strategies
used to develop the application.

As stated in the previous section, the sound intensity
increases as the distance from the pointer to the 2D shape
decreases. In addition to this, some parameters of the 2D shape,
as position, slope or curvature, are used to enrich the sound
information given to the user.

curvature

pitch

itch variation along curve
“ ’ H “lr g

Q=

Figure 6. Sound to spatial relationship. Some properties of
the 2D shape as slope or curvature are associated with the
sound parameters to enrich the sound feedback.

As example, a pitch variation of the sound feedback would
tell the user about the curvature of the shape at each point. So, a
possible strategy would consist on varying the sound pitch
along the 2D shape, according to the curvature at each point of
the shape.

According to this, a straight line will generate a constant
pitch. The curve represented in figure 6 has a variable curvature,
so the user will have different pitch perceptions while moving
along the shape.
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Another useful strategy would be to use the slope of the
2D shape at each point to generate different sound pitches along
the shape. Depending on the shape, it would be more
appropriate to use one or other strategy.

So, the position of the pointer together with some
geometric properties of the 2D shape would help to enrich the
sound information given to the user.

There are other sound parameters that would be used to
enhance the auditory feedback. As example, the duration of the
sound can be related to the thickness of the 2D shape. This
strategy would allow the users to make a difference between
shapes with different thickness. It would be even possible to
identify changes in thickness within the same shape, using the
sound as feedback.

Depending on the pointer device used, it would be more
convenient to relate the thickness of the shape to the loudness
of the sound generated.

What about adding some effects to the original sound to
express other variations that would appear on the geometry?
We would distort the original sound using some filter, as a
reverbs or an echo, to relate the new sound to the style of the
pencil used to draw the 2D shape. Other parameters of the 2D
shape as the transparency or the applied pressure while creating
the stroke would be associated with some distortion of the
generated sound.

n+l
Bo /'(/):SB_ R (1)

1=1

Figure 7. Parametric curves are used to define shapes.

Color is another property that would be associated with
some sound property. We can start thinking in a system with 8
basic colors, which are associated with 8 different sound
timbres. This relation has been established since timbre is
considered as the color of music. Both terms timbre and color
are used indistinctly traditionally to represent the sound quality.

Other possibility that have been included in the system is
to represent a 2D closed shape. Imagine that the user is trying to
follow a 2D rectangular shape. We can use the same previous
strategies to identify the edges of the rectangle, relating them to
a specific sound, and add a new sound to the area that is
contained inside the rectangle. This strategy will enrich the
sound feedback and will help the user to identify a shape.

Some primitive shapes as, circles, ovals, rectangles,
triangles, etc, can have a secondary sound associated to the
shape, which would indicate the user that he is trying to identify
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one of these singular shapes. This secondary sound doesn’t
need to be always active; it can appear slightly every few
seconds to avoid excessive noise in the scene.

The idea of including several channels at the same time to
express several shape properties would really facilitate to the
user the identification of 2D shapes and enrich the sound
feedback. Other sound parameters that would be used in the
proposed system can be panoramization effects, changes in
tempo and rhythm, or fade-in and fade-out transitions between
sounds.

Auditory feedback should not be reduced only to sound.
Music, voice or noise would be also used in the proposed
system. A voice can be mapped to a linear shape and be
triggered depending on the position of the pointer along the
shape. The user would control the voice or some music back
and forward at the desired speed as if controlling a music player.
Following a music score would be also associated with the
movement of the pointer device.

Special care should be taken with the selection of the
generated sound. Using the same kind of sounds can be hard
and tedious for the user, or even painful, depending of the
ranges of pitches used. A library of sounds can be included to
allow users to choose their own sounds. Random sound
selection is another option. Ambient sound can be used to fill
the background and some atmosphere sounds can be associated
with the internal area of closed shapes. Textures can be
associated with some noise added to the original sounds.

The 2D shapes are represented by means of parametric
curves, which are a standard in 2D drawing representation.
Since Drawing Exchange Format (DXF) is used to store the
graphic information, it is very easy to generate curve shapes
using any commercial CAD application and import them into
our system. Figure 7 shows an example of a parametric curve.

Multiple curve shapes can be defined into the same
scenario using different sound for each curve (see figure 8).
Distances to the curves are evaluated as the user interacts with
the model. Including too many entities in the same scene can be
not the best idea, especially if using the track pad or the mouse
as pointer device. A bigger workspace would be needed. A pen
tablet or a pen display are preferred when working with
multiple shapes.

Figure 8. Multiple shapes are associated with different sounds.
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4. SYSTEM IMPLEMENTATION

The analysis of the user motion, the curve representation
and the output sound has been computed using MAX/MSP, a
visual programming environment specifically designed to
simplify the creation of acoustic and control the application.

heiv

Sound Feedback

Read Wacom

o shetch fooacom |

Figure 9. MAX/MSP is an excellent programming environment
to test a prototype system, adjust sound parameters or
communicate with any universal device.

Controlling external devices as the mouse, a pen display,
an iPad or and iPhone is very easy to do using MAX/MSP. The
visual programming environment facilitates the control of the
process and the communication with other systems. Figure 9
shows a MAX/MSP snapshot.

The Processing programming environment has been
chosen for building the visuals of the application (see Figure
10). Processing is an open source programming language and
environment to work with images, animation, and interactions.
It is also an ideal tool for prototyping.

®Nn RectMeshProcessing | Processing 1.0.9

1d oscEvent (Oscessage theOschessage) { m

f (theOschessage .checkAddrPattern("xv2" Jumtrue) {
f (theOschessage .checkTypetag(“ff1")) {
FX = nop(theOschessoge.get(8).f loatValue(),-60, 69, minX, maxX);
FY = nap(theOscMessage oot (1).f loatValue(),-68, 68, minY, max¥);
FZ= (theOscMessoge.oet(2).f loatValue(),75, 175, minZ, max2);

Fitne (FZ¥:in(-rotationY*P1/180)sFX*-os (-rotationV#P1/188) +FY#=in(-rotatio
FYn= (FY#cos(-rotationXZ*r1/188));
FZns (FZ#cos(-rotationY*P1/189)-FX*: in(-rotationy#?1/188) +FY#sin(-rotatio
}
}

f (theOschessage .checkAddrPattern(“newPolygon” Jestrue) {
f (theOschessage .checkTypetag(“ 17111 ")) {
polygonSides w theOscHessage.oet(8). intValue();
polygonDiameter = theOschessage.get(1).f loatValue();

2).t ;

PolygonC 296t (2). i
PolygonCenterVatheDschessage .cet (3).f loatValue();
PolygonCenterZ Lget(4).t 5
polygoninit();

Figure 10. Processing is the programming environment used to
control the application visuals.
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The connection between MAX/MSP and Processing is
made using the OSC (Open Sound Control) protocol, which
bring the benefits of using modern networking technologies. It
provides also everything needed for real time control of sound
and other media.

Some other devices as the iPhone or the iPad Touch can be
used as pointer devices. The OSC protocol can be used to
communicate the mobile device with MAX/MSP using the
wireless network. The TouchOSC application [12] has been
used to connect the iPhone with MAX/MSP.

Figure 11 shows the appearance of the implemented
application. As the idea of the system is to recognize shapes
using the sound as feedback, the first step consists on drawing
something on the screen. A schematic shape of a car has been
represented using 5 lines: one for the external profile, two for
the wheels, one for the door and another one for the bottom line.
This drawing can be drawn by another user or can be loaded
from a collection of drawings stored in the computer.

Once the drawing is completed, the next step consists on
recognizing the shapes using the sound as feedback. It is
evident that the user has no access to any visual information. As
the user moves the pointer device, some lines appear on the
screen, which represent the shortest distance from the pointer
device to the drawing lines. These lines are updated as the user
navigates around the screen.

Figure 11. Snapshot of the implemented application, showing a
schematic shape of a car, which is recognized by the user using
the sound as feedback.

When the user approaches to any of the lines, a sound
appears. This sound is related to the geometry by means of
some mapping strategies, which are described in the previous
section.

A new mapping strategy consists on the use of music as
auditory display, instead of sound. The reason of this is that it is
much more comfortable for the user to use his own library of
music, that synthesized sound. Each curve can be related to a
different music theme of the user library. So, when the user
approaches to a line on the screen, a specific music theme is
played.

In Figure 11 can be shown how each curve is made of two
different sub-curves: a thin black curve inside and a ticker
colored curve outside. These two different curves are associated
with two different audio channels: music and white noise. Let’s
explain this. When the user approaches to the curve and the
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pointer is touching the colored area, a white noise appears,
which tells the user that he is approaching to the curve. As the
user moves closer to the black curve, the white noise disappears
gradually, and the music appears clearly. When the user moves
away of the thin black line, the music disappears gradually, and
the white noise appears again.

The metaphor used in this system is based on the idea of
tuning a radio. When the user approaches to a radio station, a
clear sound appears. The white noise is telling the user to move
the dial until he gets the desired radio station. So, our system
can be seen as 2D radio tuner. The user can navigate in the 2D
space identifying the curves and following them using the
music and the white noise as feedback.

Figure 12 shows a control panel in which the user can
associate each curve with a specific theme from his music
library. The color and the width of each of the two sub-curves
associated with each curve can be also adjusted easily from this
control panel.

Curves Sounds

‘-s’eﬁ

\-i-E:@

Figure 12. Control panel of the implemented system.

A background can be used as reference to trace easily the
curves of the model. Figure 13 shows how a picture of a car has
been used to sketch the five curves of the model. Users can
have their own library of pictures to be used as background.

Finally, it is important to emphasize that each line has an
identifier and can be edited or deleted if desired.

Figure 13. Users can use their own picture library as
background to trace the curves of the model.
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5. CONCLUSIONS

This paper proposes a novel method that consists in the
use of auditory feedback to identify a 2D shape while the user
gestures using a pointer device.

Several universal pointer devices, as a mouse, a pen tablet
or a mobile device can be used to interact with the system,
facilitating the human computer interaction.

Parametric curves are used, as they are a standard in 2D
drawing representation. Some of the curve parameters, as slope,
curvature or position, are related to the sound output, helping
the user to identify the 2D shape.

Other parameters of the 2D shape as color, thickness can
be associated to different timbres or loudness. Multiple sound
channels can be included to add extra information of the
background or to identify some closed areas.

Multiple 2D shapes can be defined in the same scenario
using different sounds for each shape.

As it occurs in any interaction device, the user needs
certain time to become familiar and confident with the new
environment. Users can become skilled in a short time since the
application is very intuitive and easy to use.

Current work is related with the use computer vision
techniques to track the hand movement of the user. By means
of this, the user can interact directly with the system, using the
webcam of the computer.

It is also being evaluated the possibility of using the
system as an extension (add-on) of some existing computer
application.

Other applications are also been studied in which the
sound can be related to a gesture to assist the user in common
tasks.

The overall low cost of the system and its easy
implementation is also an important point in favor.

A collection of applications based on the idea of using
sound as feedback has been implemented for the new iPad.
Applications for visually impaired people and collaborative
games are the most important.
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ABSTRACT

We present an intuitive sonification of data from a statis-
tical physics model, the XY-spin model. Topological struc-
tures (anti-/vortices) are hidden to the eye by random spin
movement. The behavior of the vortices changes by cross-
ing a phase transition as a function of the temperature. Our
sonification builds on basic acoustic properties of phase mod-
ulation. Only interesting structures like anti-/vortices re-
main heard, while everything else falls silent, without ad-
ditional computational effort. The researcher interacts with
the data by a graphical user interface. The sonification can
be extended to any lattice model where locally turbulent
structures are embedded in rather laminar fields.

1. INTRODUCTION

In our research, the usefulness of sonification for the display
of numerical physics results is being studied.

One interesting model is the so-called XY-model. The
model is programmed as a lattice of single spins, that may
point in any direction in the 2-dimensional XY-plane. It
will be explained in more detail below, but in this intro-
duction, we want to point out why it is useful to sonify a
2-dimensional model, that may as well be visualized.

XY-models exhibit a special fopology, i.e. we may find
structures formed by the spins. These are vortices and anti-
vortices. A vortex is defined as an arrangement of 4 spins
(that we will refer to as spin quartet), which turns around
+2m, if you follow it in counterclockwise direction. The
anti-vortex turns by —27 (see Fig. 1). There is always the
same amount of vortices and anti-vortices on a lattice with
periodic boundary conditions.

We chose to sonify this model for various reasons. With
the naked eye, the topological structures are hard to find
(Fig. 2(b)). In a method called cooling, the overall energy of
the configuration is lowered and only the most stable struc-
tures stay in an else laminar field (Fig. 2(c)). As a draw-

Christof Gattringer
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christoph.gattringer@uni-graz.at
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Figure 1: Scheme of an ideal vortex (left) and an anti-vortex
(right). If one follows the spins in counterclockwise direc-
tion and adds up the angle differences, the vortex turns by
+27 and the anti-vortex by —27.

back, cooling destroys all topological structures, if applied
long enough. And at any step, physical information is lost.

Depending on the temperature as model parameter, the
behavior of the vortices and anti-vortices changes. The ex-
act changing point is called the Kosterlitz-Thouless phase
transition. This cannot be seen, when observing the model,
and may only be calculated with the help of nonlocal ob-
servables (measures of the whole configuration). A simple
nonlocal observable is the vorticity, the number of vortices
and anti-vortices in the configuration, but the phase tran-
sition can not be deduced by this analysis. Different sound
properties at different states - below or above the phase tran-
sition - is what we wanted to achieve by utilizing sonifica-
tion.

Finally it was a very interesting task to find appropriate,
easy-to-hear sonifications for a problem that is visually dis-
playable. The sonification has to make use of acoustic prin-
ciples and thus leave visual thinking concepts behind. We
believe, that this was achieved in the sonification we present
in this paper. It can now also be extended to other models
and higher dimensional data, where the hidden structures
are still unknown and the data is not visualizable.
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Figure 2: Detail of the XY-model. (a) shows a typical
configuration, where also the positions of the vortices and
anti-vortices have been calculated and are shown as red and
white circles. If only raw data is shown (b), these structures
are very hard to find visually. On the right hand side, (c)
shows the same detail after several steps of cooling, an al-
gorithm that lowers the overall energy and leaves only the
most stable vortices and anti-vortices. In this kind of aver-
aging procedure a lot of physical information is lost. Even
the exact position of the structures changed during cooling.
In our approach, we work only with the raw data (b). The
sonification allows a quick overview over the state the sys-
tem is in and detailed information on the position of the
vortices and anti-vortices without calculating them.

2. SONIFICATION IN PHYSICS

In physics, many examples are known where sonification
was used before. The most common cited are probably the
Geiger counter or the Sonar. Physics is a huge and diver-
sified field, and there are various sonification approaches.
therefore an overview of the state of the art cannot be given
in this short paper. Some approaches can be found in [1].

Many projects can be found at the border between sci-
ence and arts, using sonification of physics data for explo-
ratory and artistic reasons. For instance, algorithmic com-
position tools are based on physical event generation as the
fission model (e.g., [2]) or scientific experiments become
music (e.g. the piece 50 Particles, [3]). In the AlloSphere, a
3-storey high sphere for virtual environments, also theoreti-
cal physics data shall be explored [4].

Two research projects ([5], [6]) have studied the soni-
fication of numerical physics models, of which the current
paper is a continuation.

3. SPIN MODELS - THE XY-MODEL

3.1. Spin models

Spin models are simple computational models, that use dis-
crete or continuous data on a lattice (a discrete structure).
Usually, the lattice forms a (hyper-) torus, i.e. one uses pe-
riodic boundary conditions. The degrees of freedom are
called spins. In the simplest model, the Ising model, only
2 values are possible, spin up or spin down. A straight-

neighbours | v spirale v neighbours | v spirale
|

A A
0800 Spin model - control 800 Spin model - control
| NSEREGOURGH  randomize | _no vorices! [ SO WSEREGOGH  ranomize | _novorices:
Temperature 095  Epsilon parameter 03 4 Temperature 2 Epsilon parameter| | 03 y

~~~~~~~

T N

A~

Figure 3: Visualization of typical configurations of the XY
model below and above the phase transition (respectively
on the left and right hand side). The higher the tempera-
ture, the more (red) vortices and (white) anti-vortices can
be found. Vortices and anti-vortices usually form pairs, that
appear more tightly bound above the phase transition.

forward extension is the XY-model, where the spin is con-
tinuous and may point in any direction in the plane.

The spins are linked to each other through an energy
functional, depending on the temperature. The higher the
temperature, the more the spins flip randomly due to heat
induced fluctuations. The lower the temperature, the more
they try to align with their neighbors. Between the low- and
high-temperature phases, depending on the model, we find
a phase transition at a critical temperature.

The Ising model describes, e.g., ferro-magnetic behav-
ior (changing from the high-temperature non-magnetic to
the magnetic phase). The XY-model is richer in structure.
It exhibits topological objects, vortices and anti-vortices.
They are defined as special configurations of the four spins
located at the corners of an elementary square of the lat-
tice (a plaquette). If the differences of the angles 6; at the
corners sum up to 27 when visiting them in the counter-
clockwise direction, we speak of a vortex. For the case of
—2m, an anti-vortex sits at the plaquette (compare Fig. 1).
In case the sum is 0, no topological object is present at
the plaquette. The structures are topologically stable and
change their behavior depending on the temperature. The
XY-model exhibits a Kosterlitz-Thouless phase transition
[7]. At this transition, the vortex - anti-vortex pairs, that are
close together at low temperatures, become unbound (com-
pare Fig. 3).

3.2. Software implementation

Numerically, spin models can be treated with Monte Carlo
algorithms. For each update of the spin configuration, a lat-
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tice site is chosen, and a random candidate spin proposed. If
the overall energy decreases, the new spin value is accepted.
If the energy of the candidate configuration is higher, the
new spin is accepted only conditionally based on a random
decision. Else, the old spin value is kept. (For a description
of the algorithm, see [8].)

In order to obtain smooth configurations of spins, we
apply a cooling algorithm. In this case, the overall energy
always decreases . The problem is, that cooling will average
all vortex pairs out to establish a configuration of minimum
energy, i.e. a laminar lattice with all spins aligned. Thus
it depends on experience when to stop the cooling process.
(See Fig. 2.)

We implemented the model and the sonification pack-
age (see below) in SuperCollider3, a free programming lan-
guage developed for real-rime audio synthesis [9]. A graph-
ical user interface (GUI) allows to visualize the spins, and
was used to produce the plots in this paper. The tempera-
ture can be changed dynamically. Also the location of vor-
tices and anti-vortices can be computed, and is indicated in
the GUI. The whole package runs well with a 38x38 lattice
in real time, which is rather a small size for an up-to-date
simulation of this system. Still, the behavior of the phase
transition is correctly reproduced.

4. SPIN QUARTET SONIFICATION

For the sonification approach the plaquettes are the starting
point — four neighboring sites on an elementary square, that
carry the topological structures. We refer to them as spin
quartets:

Szy,i = (SisSita, Sititi» Sity) ()

For each spin quartet, a sound grain y,. is played, where
a sine oscillator is modulated depending on the spin values.
The sonification operator' is given as:

g6 = S0 L3 [an(T ) - FEE [yofde )] @
r(R)

In principle, the sonification signal y(t) is the sum over
r spin quartets (within the range R). Each quartet is looped
infinitely (or until the user changes the selection), Lflj, over
ns samples. The signal of each spin quartet is [y, (, dy. ,, ),
as described below. It is filtered with a band reject filter
FBEE of second order by a frequency fj.,-.

Yr(t,dyy, 1) = sin (2 fo, t + ér(t.duy))  (3)

Recently, J. Rohrhuber [10] suggested the formalization of the soni-
fication operator, to make the mapping between the domain science and
the sound synthesis more explicit. We take up this idea and extend the
formalization by notation suggestions, as used in Eq. (2-5)

June 9-15, 2010, Washington, D.C, USA

Each spin quartet data d, , is used to modulate the phase
of a sine oscillator.

ar(R,tr) = Envt, 1, ty.amas(R)0] “)

The phase is constructed in the following way: the data
values s’ are cubically distorted and normalized. The dis-
torted phase of an anti/-vortex still yields a final value of
+27. Other configurations are suppressed, see Fig. 4. Then
they are up-sampled by a factor of S (Tg) samples, and in-
terpolated with a cosine function over S/4 samples.

The resulting phase distorted ramp is looped Lg over
S samples. This is the phase that controls the phase of a
sine oscillator with the base frequency fy. (This frequency
is filtered out in the end, as described above, thus only the
frequencies resulting from the phase modulation and their
overtones remain in the signal.)

? 1
¢r<t7dw,y) =Lg [TS [NT?S |:47r2 f’)yﬂ” 5)

The differences between adjacent spin values in the pla-
quette 0S4.y,i = Sxy,i+1— Sa,y,: are calculated assuring that
the cumulation is continued in always the same rotational
direction.

The 05, 4,; are added up in counter-clockwise direction

to form a cumulative sum of the angles’ differences s/, , ;:

7
S;,y,i = Z Szymn with sg =0 (6)
n=1

For an ideal vortex and antivortex, ds; y,; is +75 and —3.
The cumulative sum s, , , is accordingly +27 and —27.
Neutral spin quartets containing no anti-/vortex> show a to-
tal rotation of s, , , = 0. (Any other configuration than
anti/-vortices has values between —m and -+, but with a
total rotation of 0.)

The resulting curve s, to s/ is used for the sonification
shown in Eq. (6).

In the case of a vortex, the phase raises by 27 and the
resulting frequency increases. In the case of an anti-vortex,
the frequency is lowered due to a negative phase slope. The
number of samples between each of the spins is .S = 30.
This results in a frequency of f, = r,/4S = 44100/120 =

367.5 Hz. We choose a basic frequency fo of 3f, = 1102.5 Hz.

Thus, (fo+fp) = 2(fo—fp). and a vortex and an anti-vortex
are one octave separated.

The sonification is used interactively. Many spin quar-
tets are played simultaneously around a central clicking point;
their range of neighborhood, R, can be chosen, and r =
r(R) gives the number of simultaneously played quartets.

2This notation is used for ‘vortex or anti-vortex’.
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Figure 4: Phases of the ideal anti-/vortex (upper figure) and random configurations (four lower figures) for the XY sonifica-
tion. The interpolated curves are depicted in red (and magenta), the distorted one according to Eq. 5 in green (and blue). The
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Figure 5: Interactive GUI of the XY model showing different listening range modes: In the neighbors mode (left and medium
figure) a certain number of spin quartets around the clicking point is sonified. As an additional, more comprising mode of
interaction, a spirale path was implemented. The spirale has variable length — order 1 gives a spin quartet. This setting is
more exploratory, as the possible phase differences become more complicated. The sound of a vortex or anti-vortex depends
on its position in the spirale and several anti/-vortices can be encompassed in one spirale.

A spotlight indicates all playing quartets in the GUI, see
Fig. 5. Each sound is enclosed in an envelope Env and
looped by the looping operator L, until a new site is chosen.
The duration and loudness map the distance to the click-
ing point, thus closer neighbors sound louder and quicker,
ar(t,). This information is also encoded in a mistuning
of the base frequency, thus fy = fy,. Very close anti/-
vortex pairs will have nearly the same base frequency in
octaves. If the pair is further shifted, the interval is mis-
tuned, resulting in a beating of varying frequency. This
is a key feature of the sonification that allows to distin-
guish the difference between bounded pairs and a vortex
plasma. To give some orientation, left/right panning is ap-

plied, §(£) = (4(£), r(f)).

5. DISCUSSION

The presented sonification employs simple acoustic proper-
ties of a phase modulation. We believe that it is intuitive, as
only the interesting parts sound and a laminar field of spins
is silent. The difference between a vortex and an anti-vortex
is absolutely clear, which is a major advantage over the vi-
sualization. The sonification gives also information where
the eye has substantial problems of finding structures at all.

We did a short pre-evaluation. In a blind-test environ-
ment, the temperature had to be assessed in different set-
tings: only-visual, only-audio and visual-plus-audio. The
authors were the testing subjects. Even if the results are not
statistically exploitable due to the small number of partic-
ipants and test runs, a tendency was found that the audio-
visual case had best results, shortly followed by the only-

audio case. The results of the visual-only case were much
worse in terms of temperature assessment. Still, it has to be
admitted, that the visual case was by far the fastest way of
assessment. This shows that in a sonification, one often has
to invest more time, but it also can lead to a more precise
results.

6. CONCLUSIONS

In this paper we described a sonification of a system of
statistical physics, the XY-model. Its interesting topology
exhibits vortices and anti-vortices. These are defined by a
nontrivial accumulated rotation of 27 and used to con-
trol the phase of a sine oscillator. The sonification allows
to hear only the interesting structures, without calculating
them beforehand. Vortices and anti-vortices can clearly be
distinguished, even for untrained listeners. Information on
the closeness of the vortices and anti-vortices is encoded
by using slightly mistuned base frequencies, that result in a
beating for remote vortices. The sonification is controlled
interactively via a graphical user interface.

For the future, we will use the experiences gained with
this model to study more complex ones. The ultimate goal
is lattice QCD, a huge and high dimensional model, with a
rich structure of topological objects.

Listening examples/screenshot videos.

Listening examples and further documentation can be found
at http://qcd-audio.at/results/xy.
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ABSTRACT

In a short-term research project at CERN, an auditory display of
elementary particle tracks has been developed. Data stems from
simulations of the Time Projection Chamber (TPC) in ALICE ex-
periment. Particle detection there is based on pattern recognition
algorithms, but is still today double checked with visualization
tools. The sonification works with cluster data of the TPC and
was designed in analogy to the physics behind the measurement
device. Thus it is possible to listen directly to the otherwise silent
detector.

1. INTRODUCTION - SOUNDING CERN

Figure 1: The cavern of the ALICE experiment - a 50 m high
dome, 50 m under ground. The huge magnet doors are closed and
the beam pipe is mounted and shielded today, as particle beams are
circulated since November 2009 from where the photo was taken.
In the middle of the detector, the TPC was installed - one read-out
chamber at the front, where the doors are, the other at the back.
Photo: A. Saba, http://aliceinfo.cern.ch.

During a three months research visit at the European Orga-
nization for Nuclear Research CERN, the principal author of this
paper had the opportunity of getting insights into this scientific
community. Around 3500 physicists, engineers, other scientists
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CERN - European organization for
nuclear research,
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and staff are working at CERN. At the time of this stay the newest
experiment was started, the Large Hadron Collider (LHC). The di-
mensions of CERN are impressive in every respect: Particle beams
are accelerated in a tunnel of 27 kilometers length to nearly the
speed of light. Two counterrotating beams collide at four possible
sites, where different detectors are mounted. They detect traces
of the particles they are specialized at, that have been produced in
the collisions. (One of the collision points is ALICE, A Large Ion
Collider Experiment, see Fig.1). The LHC experiment has been
planned for two decades and will run for 10 to 20 years. In the
planning of the beam acceleration and the various detector facili-
ties, simulations were done for experiments that have been realized
much later.

CERN is naturally a very open community, as there is a high
fluctuation of scientists from all over the world and a melting pot of
all kinds of technologies. Sonification has not been known to any
of the physicists we spoke to before. Often, sonification was put
into context with sounds occurring in experiments or simple anal-
ysis: from alarms in the control room to the fine-tuning of parts
of detectors to listening to the beam spectra "because there was
nothing else to do and you just had to plug in headphones”. Thus
the idea of using sound was not so new to many, though systematic
studies of sonification have not been conducted at CERN.

In our short term project, we gained an overview over sounds
and CERN. It can never be complete, as the organization is wide
spread and diverse, with thousands of collaborations with external
institutions. Still, a few interesting projects have been found: the
sonification of beam spectra, referred to above; or for instance the
mounting of microphones in the LHC tunnel, in order to monitor
the performance of collimators, devices for the so-called cleaning
of the beam (for a pilot project on sound measurements on a pro-
totype for the collimator, see [1]). The analysis of beam spectra
is worth mentioning in some detail, as it is an ideal application of
sonification — while their makers didn’t even know this term.

Parameters of both LHC particle beams, like horizontal and
vertical position in the vacuum chamber, are measured at many
places in the tunnel. The particles are grouped in bunches, that
have transversal and longitudinal oscillation modes. These os-
cillations can be described in phase space and should stay out-
side resonances, otherwise beam oscillations grow and the beams
might get lost. The oscillation modes are measured accurately,
as they are very important for keeping the beam on a stable orbit
for the 27 kilometer circumference. The resulting transversal (3-
tron) and longitudinal (synchrotron) oscillation frequencies range
from a few tens of Hz to a few kHz, therefore they are audible
without any further processing. With this sonification, many de-

ICAD-103



The 16th International Conference on Auditory Display (ICAD-2010)

tails of beam dynamics can be monitored by listening, in parallel
to standard observation usually done in the frequency domain by
performing real-time Fourier analysis of the beam signals. As full
performance of the LHC is expected only in 2010, sonification
results from this machine will be published in the future. Sonifi-
cation of beam oscillation signals from other machines - the Super
Proton Synchrotron at CERN - have also been tried out, but with-
out any regular studies. Information and soundfiles can be found
at [2, 3].

In our sonification approach, we chose data from one exper-
iment, ALICE, and focused on its main detector, the TPC. The
data we worked with is still simulated proton-proton collisions,
but the sonification can be used for real measurement data as well.
For this data, a well-developped visualization tool exists, which is
called AliEve [4].

2. PARTICLE DETECTION AS A PATTERN
RECOGNITION PROBLEM

The search for subatomic particles always depends on indirect
measurement. Obviously, no direct perception is possible. Still,
since the electron was detected in 1897, physicists tried to find
traces of ever harder detectable particles. Usually, a huge amount
of noisy raw data has to be assessed, and patterns in the data -
tracks - give evidence of elementary particles having passed.

The history of particle detection is one of technological and
theoretical achievements on the one hand side and the (re-) or-
ganization of scientific labour on the other, starting from single
physicists in small laboratories to research groups of hundreds of
scientists. But, for a big part, it is also the story of human pat-
tern recognition. P. L. Galison argues in his book Image and Logic
[5], that two rivaling methods have been developed in the 19th
and 20th century. Logic, in the form of logic circuits, with many
events treated statistically, stood against the golden event of the
image tradition, where one single picture could proof a new parti-
cle. Particle detection is an inherently stochastic process, thus was
the argument of the statistical approach of the logic community.
During the last century, the big experimental particle research or-
ganizations were still largely led or influenced by individuals, who
supported one or the other school.

The image tradition always relied mainly on the human be-
ing. “Alvarez [a leading proponent of the image tradition] wanted
the ‘human operator’ to be ‘the black box pattern recognizer’” [5,
p-391]. But they had to struggle with the ever rising amounts
of data being produced by the latest detectors. In the 1940s hu-
man operators (the ‘scanner girls’) assessed the pictures of bub-
ble chambers according to certain criteria, before physicists would
analyze only the more interesting events. Different technologies
were developed in order to aid and accelerate the human scanning
process. The logic tradition was pursued at CERN (amongst other
institutions). One of its leading persons, L. Kowarski, put the idea
in 1960 as “[t]he evolution is towards the elimination of humans,
function by function.” [5, p.371]. The more measurement devices
produced data, and the more pattern recognition algorithms were
refined, the logic tradition prevailed. Still, a combination with the
fine-coarse measurement data of the image tradition with obvious
and pervasive results could not be achieved for a long time.

During the long development of detectors, a few times sound
was used implicitly or explicitly. Very early versions of the Geiger-
Mueller counter had such a large voltage supply that a sparkover
caused a bang as well. Today still, the typical Geiger counter dis-

June 9-15, 2010, Washington, D.C, USA

Figure 2: Spark chamber at CERN’s permanent exhibition Micro-
cosm, source: http://cdsweb.cern.ch/record/39277.

play is an auditory one. Eyes-free conditions in radio-active envi-
ronments has of course huge advantages for physicists and engi-
neers. When they work on the machinery, they get information on
what humans cannot perceive with their senses.

The logic of the Geiger counter was pursued in spark cham-
bers. The sonic chamber was a device used in the 1960s at CERN
and one example is still shown in their main exhibition called Mi-
crocosm (Fig.2). In a spark chamber, an energetic retort is pro-
duced between two plates. If a spark crackles through air, a loud
bang is produced, which is recorded by microphones and thus can
be counted. These detectors were called sonic chambers. A next
development step was the wire chamber, which uses a similar but
‘silent’ technique. An external electrical field accelerates electrons
towards highly charged wires, where they can be detected.

The first detector finally fusing the logic and image tradition
is the TPC, invented in 1974. It is an extension of the (logic)
wire chamber for the read out part, but with all benefits from
the image tradition chambers. Many events can be recorded and
studied by statistical means, while the tracks are reconstructed 3-
dimensionally. Details are discussed in the next session.

While any particle detection is today based on algorithmic log-
ics and statistics, visualization has still a standing. Data from the
ALICE experiment is, e.g., finally cross-checked by human ‘scan-
ners’ in organized shifts. Today, the goal of visualization is differ-
ent than 50 years ago. Particle measurements became even more
complicated with the reliance on computers. Thus the human scan-
ners double check the functionality of the detection machinery and
pattern algorithms and help debugging the extensive code. Fur-
thermore there are applications for non-experts: firstly, newcom-
ers -future experts- can become acquainted with all parts of the
experiment. Secondly, outreach becomes more important also in
high energy physics, where the energy (in terms of electron volt)
as well as funding (in terms of money) are of high orders of mag-
nitude.

Arguments of the image tradition, some 50 years ago, are re-
markably similar to sonification arguments of today. Humans shall
be presented with data with the least hypothesis applied in the dis-
play and search them for patterns in order to allow for the formu-
lation of new hypothesis. Pattern recognition is very quick when
comparing for instance real data to simulated one. All those ar-
guments can as well be applied in favor of sonification, with all
known additional advantages, but also drawbacks, of hearing vs.

ICAD-104



The 16th International Conference on Auditory Display (ICAD-2010)

seeing [6].

3. THE TPC - A PARTICLE DETECTOR

At the heart of the ALICE experiment there is a TPC installed —
the most exact and with 5 m diameter the biggest which has ever
been built. It is a detector consisting of a cylindrical gaseous vol-
ume mounted around the collision spot. If particles are produced
in the collision, they cross the gas and ionize it by hitting the gas
molecules. The freed electrons are lead in an electric field par-
allel to the beam direction, to the left or right. At both sides,
read out chambers are situated. They consist of different layers of
wires at high potential producing an electrical field and accelerat-
ing the electrons towards them. In an avalanche process electrons
are multiplied and the induced current can be read out. From the
time, they are hit by the collision particles, the electrons move (ide-
ally) straight and with a constant drift velocity towards the read-out
chambers. Thus the information on their impact time and location
on the circular read-out chamber suffices to reconstruct the particle
path exactly.

Depending on the energy deposit on the wires and the shape
of the tracks, physicists and algorithms can deduce which parti-
cles were produced in the collision. This is not as straight for-
ward as simple plots or sonifications of the raw data suggests. our
perception groups single events that form a shape automatically.
In the measurement, single signals from the read out pads behind
the wires have to be combined to find the center of a freed elec-
tron cloud (cluster). These clusters are then grouped to a complete
track. Analysis of the shape of the track makes it possible to asso-
ciate a certain particle with it — the one that must have caused it. In
a second step, ‘the physics’ can be studied and interpreted. Each
collision is only measured partially, as very short lived particles
and decay products do not leave a trace.

4. SONIFICATION

4.1. Methodology and goals

This sonification was developed in a short-time visit at CERN. We
wanted to achieve an intuitive sonification of basic cluster data,
not yet grouped tracks, which is based on analogies to the mea-
surement.

One goal of the sonification is to extend the visualization. The
primary visualization tool of ALICE is AliEve [4]. It allows 3-
dimensional display of all the detector’s data. The display is freely
moveable. AliEve is a full software package, and our sonification
can of course not compete with the functionality. Still, it could be
a first step towards an additional auditory display.

The provided data sets are simulated events of p-p collisions,
containing up to 35 tracks comprising a few 100.000 single elec-
tron impacts, each given at a certain time (¢;) and location (¢;, ),
with an energy deposit (e;). These are the simulated raw data ex-
pected in the measurements; further information is given from a
second level of pattern recognition, i.e. which single electron im-
pacts form a track caused by one particle. The data files are usu-
ally smaller than the ones of lead-lead collisions, that contain each
around 80 MB of data or 60000 primary tracks. Still, it was chal-
lenging to stick with the raw data: hundreds of thousands of single
electron impacts, each with a certain time, location and energy de-
posit.
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Figure 4: A screenshot of AliEve [4], the visualization tool of the
ALICE offfine group. The reddish surface gives the volume of the
TPC (yellow and blue are other detectors). Each line is the track
of this one event -a certain time of measurement after a collision
with a certain amount of particles produced.

4.2. A sonic time projection chamber

The sonification is a parameter mapping that uses the raw data of
single electron hits, allowing for a perceptual grouping into tracks,
following auditory grouping principles [9].

Based on the fact, that ‘electrons’ (in fact electron clouds) hit
the wires with a certain charge (the number of electrons), the wires
are taken as analog to strings, which are hit and resonate with their
basic frequency depending on their length.

It was a natural choice to place the listener at the collision
point and let the time evolve towards the left and right read-out
chambers. The time in the raw data is given inversely, as it is the
time of the electrons freed by the particles passing nearly at the
speed of light. Those electrons reach the read-out chambers first
that are closest to them, and the time in the raw data thus evolves
from outside back to the collision point. The sonification time is
inverse to the data time, as it is more natural to follow the tracks
from the collision point outwards.

In order to enhance the perceptual grouping and separation of
tracks, we had to disambiguate those which are in the same height
of radius but at a different azimutal position (given by ¢ in spheri-
cal coordinates). Determined by this angle, we add different sets of
overtones to the base frequency. In order to achieve different tim-
bres, the base frequency is either played solely for ¢ = 0° (where
the amplitudes of all even and odd overtones are 0), or with just
one set of overtones (odds = 0, evens =1 for ¢ = 90° or vice versa
if ¢ = 270°), or as a full sound at ¢ = 180° (evens and odds = 1).
See Fig. 6.

For angles in between these extreme positions, there is a linear
mapping of rising or falling of overtones, introduced as a weight-
ing factor w;(¢). The amplitudes are in the first place weighted
with wi, = 1/n for n being the harmonics. Finally, the sum of all
amplitudes was normalized to 1 in order to avoid clipping.

This differentiation of timbres allows the correct grouping in
human perception: following the gestalt psychological principle
of similarity, similar sounds are grouped together and believed as
coming from the same track. Pitch is a very strong grouping fac-
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Figure 3: Schematic plot of the working principle of a TPC, at the example of a pion track. Charged particles transverse the volume of
the drift chamber and ionize the gas. The created electrons follow the applied electrical field (E) and are collected in the wire chambers,
where they are read out. Three layers of fine copper and wolfram wires are strained on top of each other with some mm between the layers
(gate wires, cathode wires and anode wires). The triangular elements are mounted on each of the two read out chambers. The inner wires
are shorter than the outer ones, ranging from 27 cm to 84 cm (in total, there are 656 wires from inside to outside.). Calculating the real
frequency range for these wires results to 0.0028 and 0.0089 Hz. All technical details of the ALICE TPC can be found in [7]. Source: [8]

_ high
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Figure 5: Scheme of the sonification: the listener is virtually placed in the center, where the beams collide. The two read-out chambers are
situated to the left and right hand side. The strings in the center of the read-out chamber are shorter and higher pitched. The tracks start
playing in the point of collision and evolve simultaneously to the left and right hand side. The volume of the sounds represents the charge
deposit of the electrons. And finally, in order to not confuse tracks that are close to each other, they sound slightly different - as different
instruments of an orchestra. If more electrons are hitting wires within a short time, the sounds overlap and auditory grouping happens.
Thus we hear a continuous and coherent sound for each track rather than single tones for each single hit.
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Figure 6: Simplified scheme of the overtone structure in the TPC
sonification depending on the angle ¢. It helps disambiguating the
correct grouping and separation for single sounds into coherent
tracks, even if these tracks have similar pitches.

tor. As additional cues, similar sounds always follow close to each
other (principles of proximity and in good continuation).

Each sound consists of a bank of resonators Fpqnq With fre-
quencies f; i specified according to the pitch mapping. The fil-
ter bank is excited with an impulse, and enclosed by an envelope
a(i, e;). The level of the impulse and thus the amplitude of the re-
sulting sound are determined by the charge deposit of the electron.
Tracks with only few single electron impacts or very weak ones
fall silent.

The sonification operator is given as:

y(t) = (328) (1)

The y(t) denotes the sonification signal, depending on a soni-
fication (listening) time. gz, (¢) and §r(¢) denote the left and right
channel of a stereo or binaural rendering.

J(t).r = ZTT’igti [y (£, di)] )

The sonification consists of a sum over all ¢ (each a single
electron impact) of single sounds y;(¢,d;), that are triggered at
respective times ¢; as given in the data.

yilt,di) = a(t) > wiwi() Foand, 1. 1 [Z(e1)] A3)

Each of these single sounds is a weighted filtered impulse.

fi.o(ds) € [200,800]°"F Hz @)

Recently, J. Rohrhuber [10] suggested the formalization of the sonifi-
caiton operator, to make the mapping between the domain science and the
sound synthesis more explicit. We take up this idea and extend the formal-
ization by notation suggestions, as used in Eq. (1-4)
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The frequencies are mapped exponentially between 200 and
800 Hz.

We rendered stereo files and also a binaural version, but the lat-
ter seemed not to work well with ‘imaginary’ paths (as the percep-
tion has no fix references, but virtual ‘flying’ objects close around
the head). Simple stereo panning was less effort to render but even
clearer perceived in addition to the visual cues of the screenshots.

In the current setting, each event takes 10 seconds of sonifi-
cation time. This span can be shortened, of course, but is a good
length to disambiguate tracks even in the more complicated events.

As it is difficult to listen to many tracks at once, all tracks can
be chosen and played individually. In Fig.7, you see a screenshot
for one sound example on the homepage. One track is marked,
which is played solely. In this case, the particle did not come from
the collision, but stemmed from background radiation or some sec-
ondary process of disintegration. It is a charged particle, as it is
whirling around in the exterior magnetic field of the ALICE ex-
periment. The pitch is rising and falling, which matches the idea
of a turning flying object.

LN,

Figure 7: Screenshot of a sound example of the TPC sonifica-
tion (event number 6), which can be listened to at www.qcd-
audio.at/tpc.

Some remarks have to be made with regard to sound files of
single tracks. Some tracks are clearly visible but nearly silent in
the sonification. This is because the charge deposit of the elec-
trons was very small, and indicates a low energy particle. Another
reason may be that only very few electrons constitute a track - ei-
ther this is a measurement or track counting error or the passing
elementary particle really only kicked out a few electrons.

Sound examples can be accessed at: www.qcd-audio.at/tpc.

5. DISCUSSION AND OUTLOOK

The sonification as described in this paper has advantages as well
as short-comings. First of all, the outcome is very simple - which
we regard as a huge benefit. The mapping is made in analogy to the
measurement, thus easy to understand. Also, raw data is sonified,
and all pattern recognition of grouping tracks is done automatically
by auditory perception.

A ‘normal’ event will mainly include tracks from the collision.
If they start at the height of the beam axis, their pitch is falling.

ICAD-107



The 16th International Conference on Auditory Display (ICAD-2010)

This sound matches very well a real-world sounding object which
is thrown away. Still, many other things might happen, where the
real-world association does not make sense any more. As it was
shown in Fig.7, particles might also stem from background radia-
tion or secondary derivation (the particles stemming from the col-
lision were e.g. neutral and thus could not be detected, but they
launched other particles at different places than the collision spot).
This creates also problems for the timing, as it is assumed to start
in the collision point and evolve towards the read-out chambers.
Still, the time is the reversed but otherwise 1:1 measured time of
the TPC and thus represents the measurement.

The example shown above, and also most examples on the
webpage have rather few tracks. There is also data for other types
of collisions, e.g., between two heavy lead nuclei, as pb-pb, which
produce thousands of particles in a collision. For such a data set,
we did not apply the sonification. We assume, that a sonification of
a full such event would not be of much use. This is also true for a
visualization. In such a case both sonification and visualization can
only provide a very rough overview and tell the scanning person
that a lot was going on. In AliEve, such plots for raw data are only
used for outreach pictures, otherwise some kind of automatized
data reduction is done instead of visualizing the raw data. Such a
strategy would also be applicable for the sonification.

During the configuration of the sonification, we remarked that
3d plots are often very counter-suggestive. At least in the case,
where one sees a bunch of lines on an else empty surface, that
gives only scarce cues of dimensionality and perspective, one of-
ten interprets the real position of a track wrongly. Different view-
point angles that can be interactively rotated, as it is possible with
AliEve, make the estimate much more accurate. Sound, on the
other hand, has other disambiguities. Even with binaural record-
ings, a cone of confusion stays at the very left or right hand side,
and frontal and rear sound events are confused as well. This is ad-
dressed as tracks usually are not always in such a confusing area,
but rather evolve somehow. This gives our brain an additional cue
about the movement and real location of the particle.

The outcome of the project has been presented in two meet-
ings at CERN (weekly meetings of the Offline group and the TPC
group) in November 2009. For the physicists attending the meet-
ings, this project clearly presented an interesting variety. Further-
more the sonification is presented as interactive installation in the
permanent exhibition of the ALICE experiment at Point 2 of the
LHC. This shows, that the idea of sonification was taken seri-
ous for didactic and outreach reasons. A continuation in research
would imply an interactive bridge to AliEve, which would make
real-time audio synthesis necessary. Until now, the rendering of
an event takes between 10 to 20 minutes.

This project was ended with the stay of the main author at
CERN. A continuation depends on time and financial resources.
A second project was implemented, where physicists were ques-
tioned about their expectance on how particles should sound like.
This would allow a different mapping, which is also intuitive to
the people who can work with it, but provides much more infor-
mation. As the methodology was completely different, this project
was treated in another paper.

Remark on nomenclature.

We used the software SuperCollider3 [11] to sonify the data from
the LHC. The LHC is a super collider. It was decided to build it
only after the US government had abandoned the Superconducting
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Super Collider (SSC). The SSC would have studied even higher
energetic particles. The programming language was called super
collider after the SSC, as its initiator James McCartney lived in
the same region where the SSC was built. In this project, we used
super collider to sonify super collider data.
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ABSTRACT

This project deals with the topic of social interrelations; its aim
is to achieve a deeper understanding of the underlying
mechanisms of these relations through the use of sound and
mobile devices/ubiquitous computing. The proposed framework
follows two interdependent directions: 1) using environmental
sounds as input data for context analysis, 2) using sound as an
output to express results (sonification).

This project is part of a long-term research project
concerning sound based social networks, conducted at the
Research Centre for Science and Technology in Arts (CITAR).
The aim of this paper is to share some initial results, both
practical and conceptual in form of a related work overview on
social networking technologies, a conceptual design for a
Facebook®™ application based on the project initial idea
(including an IPhone® graphic interface proposal) and last but
not least, an experimental framework for data communication
between an IPhone® and a computer (using Pure Data through
RjDj).

Keywords - ubiquitous computing, mobile devices,
social networking, soundscape, virtual community, data
visualization, sonification, field recording, sound classification,
interface design, auditory scene analysis.

1. INTRODUCTION

The average person, normally operating on a casual listening
mode [1], has an overall low awareness of his or her sonic
milieu. It often takes a disruptive sound or one out of the
ordinary to perceive and become conscious of changes in a
personal soundscape. These disruptive sounds often owe their
conspicuousness to their lack of reference to any visual cues
which can be true both with sounds operating clearly out of
context and/or because a sound source is out of one’s sight.
Other forms of disruptive sounds include those that listeners
dislike but are forced to live with, while not being completely
unaware of its source (ex. a neighbor’s dog barking outside
your window at 6 o’clock in the morning).

However, we as sound designers are more fully aware of
our sound environment and subtle changes in it. We also are
aware of its potential to convey information and portray not
only places themselves but also specific situations. In cinema
for example, any background noise often sets the sonic context

where actions are to take place, which in turn is many times
manipulated to induce certain emotions in the spectator, often
relating to narrative tensions in the script. Sound designers in
general are very well aware of background sounds
psychoacoustic possibilities, and are not afraid to explore its
potential. The same meticulous attentiveness is not only
suitable for sound design in cinema but also, as we have seen,
for public health, marketing, architecture, urbanism,
environmentalism, videogames, automobiles or product design
etc.

As far as we know, soundscapes - as an integral element of
social-network-building is still a quite unexplored area. Hence,
we would like to investigate this same potential (as we see in all
aforementioned examples) to characterize people’s auditory
milieus. We see soundscapes as yet another untapped source,
which could provide unforeseen, interesting and valuable
information about a person’s life-style. Information, which we
hope, may enrich and complement a social networkers profile.

The value added as we see it, is that by using sound as a
tool within social networking, we not only allow for a new
understanding of social interrelations within a group (a network)
but also an different, yet efficient way for group awareness.

Beside the systems social function, it could also be applied
as a research tool where one is enabled through the
dissemination of such a technology to gather sound data on a
wide scale. Researchers from various areas such as sound
ecology, sociology, social geography could all benefit from this
wealth of soundscape information to draw new conclusions
concerning the constitution of various environments or sounds
vis-a-vis other user variables such as location, age, gender, etc.

2. SOCIAL NETOWRKING AND SOUNDSCAPES

It is difficult to conceive the subsistence and development of
human society without the act of communication among its
constituent parts, humans. Nowadays, this idea as been
extrapolated to such a degree, that we use the term information
society when referring to developed societies. A society only
possible by the emergence of technological information
networks (mainly CMC) that completely subverted time and
space dimensions turning them to “immediacy” and “space
fluxes”, respectively [2]. Computer mediated social networking
could be said to be the byproduct of this technological
development applied to the social interrelations realm. With this,
new processes came forward to supply old needs on a wide
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range of human activities, such as work, entertainment, love or
knowledge.

“One cannot, for example, be friends with
absolutely anybody. People are constrained
by  geography, socioeconomic  status,
technology, and even genes to have certain
kinds of social relationships and to have a
certain number of them. The key to
understanding people is understanding the
ties between them; (...)” [3].

By the annulment of time and space in computer mediated
communications, relations between people in the network
became easier to establish and easier to cease. Chat rooms took
worldwide proportions and fake identities with stylish avatars
circumvented embarrassing issues, like shyness or ugliness. All
these issues seemed to promote the right context for the
proliferation of social networks over the Internet, as one can
verify on World Map of Social Networks (information on the
map retrieved with Alexa & Google Trends for Websites traffic
data) [4].

Users of social networks are normally invited to build a
profile that others can see, sharing factual information (name,
age, place of birth, look, etc.) and less-factual information
(thoughts, convictions, whishes, moods, etc.) in order to build a
virtual identity on the network. According to our research, the
privileged type of information conveyed by each network will
determine its character and, in some extent, the character of its
users virtual community. Thus, a social network like Myspace,
where users can easily upload music onto their profile page,
tends to (not surprisingly) grow within a musical community
made up of bands, producers and DJ’s. This same tendency, in
general, can be seen among other social networks oriented
towards all different types of relations, such as friendship,
professional, artistic or touristic etc. These very same concerns
are further developed in our research, although for now we will
remain at the more practical questions concerning our project.
As previously mentioned, our project privileges soundscape
information rather then any other kind of information
(including music and speech in a strict sense). Paradoxically,
we don’t assume this network to be tailor-made exclusively for
musician or sound designers (even if we believe these will
interested) but for everyone engaged in social networking,
especially those interested in friendship (on Myspace, for
example, we observe a community not only formed by bands
and musicians but also by their fans and friends).

We also recognize that sound is an integral part of people’s
lives and might be somewhat overlooked in our image-
preponderant society, which might warrant a method to rescue
and update the concept of acoustic community postulated by
Schafer [5].

“Community can be defined in many ways:
as a political, geographical, religious or
social entity. But I am about to propose that
ideal community may also be defined
advantageously along acoustic lines.”

To support the idea of acoustic community we suggest the
creation of “acoustic link” throughout the users network
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Figure 1 - GUI for Friends Explorer (visualization by birthday
criterion).

connections, allowing the expansion of each user “acoustic
space” beyond the inherently physical constraints.

3. RELATED WORK

The reduced size of this short paper is incompatible with the
expected long and detailed description of a related work
chapter. Thus, we will point out solely three examples, which
we consider significant to our research for different but
complementary reasons, as we explain later.

3.1. Friends Explorer

Friends Explorer is a Facebook application developed by
Emonect (http://www.emonect.com/), which permits new
visualizations and interactions within the user virtual
community (Fig. 1), such as dynamic overview of all friends
grouped by friends lists or other criterion (birthday, place of
birth, actual place and alphabetic). Besides, this application is
also designed for mobile devices interfaces, and pays special
attention to usability issues like tactile navigation and scaling
options.

This project is important to us once it also addresses
network data visualization on mobile devices (though our
regards auditory criteria).

3.2. FaceMic

FaceMic is a Facebook application developed by Voicetal LLC
(http://www.voicetal.com/), to post audio updates from
anywhere directly to the user Facebook wall using iPhone or
iPod Touch. Like Friends Explorer, a suitable interface design
for mobile devices as been achieved, with a simple and intuitive
GUI (Fig. 2 - left).

Our project shares some characteristics with this
application, once they both intent to work with pre-existent
computer mediated social networks and make use of audio
recordings with mobile devices (namely [Phone).
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Figure 2 — IPhone GUI: FaceMic (left); Hurly-Burly - proposal
for a graphic visualization (right).

3.3. Out To Lunch

Out to Lunch is a software prototype developed by Johnatan
Choen, that “attempted to foster this sense of group awareness
by using background sounds and an electric signboard to inform
physically dispersed or isolated groups members about each
other’s presence” [6]. Succinctly, the software triggers
background sounds (and visual sign) in each computer within a
network, which relate to other users’ presence. Thus, it
emulates the physical presence by means of visual and auditory
displays.

This project has much to do with our research, once both
look forward to achieve a group awareness feeling with the use
of displaced sounds over a computer network.

4. DESIGN WORKFLOW FOR A FACEBOOK
APPLICATION

As described above, the goal of the project is to establish a
social network based on sound, more precisely on users sonic
environments or soudscapes. Therefore, we propose to capture
and analyze the sonic environment of each user on a daily base,
and distribute the data over the network, as described further
on.

4.1. Name

Hurly-Burly is a popular expression used to describe a noisy
and boisterous activity. We chose this name given the sonic
result reached by each user when manipulating the application.

4.2. Social Network Application Framework

As a starting point we need a social network connected by
means of a software application (virtual community). This can
be accomplished by several means: 1) by setting up a new
social network from scratch - people would have to sign up and
invite friends; 2) by setting up a new social network based on

ICAD-111

June 9-15, 2010, Washington, D.C, USA

contacts and profiles of an pre-exiting one; 3) by designing an
application (app) for an existing software social network (like
Facebook for example).

For now, we will assume the third method once it provides
excellent starting conditions: 1) An established and well-known
social community — users of Hurly-Burly could use their
profiles and network community to run it; 2) Facebook policy
encourages the development of new applications by external
developers; 3) Facebook has a mobile platform.

However, we should note that by using Facebook as a
platform is, yet, not a definitive option for Hurly-Burly
framework. The perfect scenario would be an application
suitable to be used with multiple social networks platforms as
also as a standalone application (a new social network).

4.3. Device Framework

In order to serve the purpose of the project, mobile devices
should be used to keep track on users daily moves. Beside
mobility, this equipment should also live up to the following
prerequisites: 1) Be part of users every day lives (non
intrusive), 3) be able to compute data (ubiquity/pervasive
computing), 4) be able to connect to the Internet, 5) be able to
capture and convert audio to the digital domain, 6) have geo-
reference capacity, 7) have a graphical display.

Despite these demanding specifications, most smartphones
available nowadays in the market comply with these requisites.
At this initial stage of the project, our choice falls to Apple
IPhone which not only complies with all the requisites
mentioned above but it’s also a best seller (therefore, more
suitable as an ubiquitous device), it’s programmable, and its
target market matches that which engages extensively in social
networking.

Again, we assume that there may exist other devices that
also fit the needs of the project, or even beat IPhone to the task.
However, we will at this initial stage appoint the IPhone as the
main hardware device of our experimental framework for now.
Nonetheless, the tool should ideally not be exclusive, since the
aim of the project is to reach an as broad audience as possible.
Therefore, a cross-platform/cross-device application would
ideally be desired.

4.4. Operation

Now that we covered the two main aspects of the system —
social network application and device - we will explain how
those two interrelate and how the proposed system works.
Thereunto, we will describe the user experience:

First, the user A (our main user) should add the Hurly-
Burly app to his Facebook page through the mobile device and
be connected with friends (B, C and D) whom also are using
both applications on mobile devices. User A’s [Phone will
record small samples of audio (about 3 seconds) every time the
sound environment significantly changes. This audio is then
uploaded to a server to be automatically classified according to
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Figure 3: Data flow sonification (corresponds to the invisible
status on regular instant messaging applications).

function and meaning (semiotics and semantics)'. We do know
that the further we get with sound classification, the more
accurate the system will be. However we also believe that an
accurate classification of few soundscape classes can, thus,
provide important information (noisy environment vs quiet,
musical vs non musical, human vs non human). The audio and
the data resultant from classification are then distributed to all of
his network connections.

4.5. Data Visualization

Once the entire network is connected and exchanging data, a
map will be displayed on the IPhone of each user. This map is
based (primarily) on the received audio classifications, rather
than on the geographical data of the other users (geo-
localization). Thus, the resulting map is a cartographic iconic
visualization designed according to the different sound classes
(ex. people, traffic, animals, music.). Each map is unique and
represents the sum of friends’ soundscapes.

4.6. Auditory Display

The auditory display follows two different approaches (or
modes): 1) soundscape composition and 2) sound mapping
(sonification). Ideally, the user should be able to choose which
one he prefers to use.

4.6.1. Soundscape composition

In this mode the collected data (audio) from each user is
received by his/hers mobile device. The volume of each
recording reproduction varies according to specific criteria such
as geographic distance (from the user), friendship relevance
(strong or weak connection) or network activity. The result is a
mixture of background recordings.

! Although we consider automatic classification a non-trivial
function, at this point we are not able to describe the technology
implied, nor the adopted sound classification method.
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Figure 4 — Framework using an IPhone and a Macbook.

4.6.2. Sound mapping (sonification)

Sound mapping mode represents a sonification of the graphical
displayed data. The process consists in associating different
sound classifications (retrieved from recordings) to sound
sources (synthesized sound; sampled sounds) and manipulate
them according to the same criteria used in soundscape mode.
Through this process, each user can personalize his “friendship
composition” by defining his own set of sounds, mappings and
manipulations  (sound  processing, volume, synthesis
parameters, etc.).

5. EXPERIMENTAL FRAMEWORK

In order to test some basic procedures regarding audio capture
and data transmission with IPhone, we developed an
experimental framework application using an IPhone, a
Macbook, Pure Data (vanilla) software and RjDj platform. The
framework includes two different patches: one sending data
(running on IPhone trough a RjDj scene) another receiving and
displaying (running on a Macbook computer). The patch
responsible for sending data, analyzes sound input and
classifies it as pitched or non-pitched (using fiddle~, an PD
object by Miller Puckette).

This information is then sent to the computer via UDP
protocol (using netsend), where the “receiver patch” displays
(using GEM) a triangle or a square, accordingly. The test
clarified preliminary uncertainties: IPhone supports basic audio
analysis and data transmission (without significant latency for
us) over Internet. The experiment took place during a RjDj
sprint; no further improvements have been made to date.

6. FUTURE WORK

For the future, our goal is to implement this yet conceptual
project and extend the underlying paradigm through geo-
location to specific places, in addition to people.
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ABSTRACT

Grooving Factory is the name of an interdiscipynaesearch
project in the fields of production logistics enggming and
auditory display. It aims to reveal bottlenecks industrial
productions and to improve the achievement of tagisirgets
by using sonification in production planning andicol (PPC).
Since data sets derived from production processestime
related, processes in production can be displagedsaillating
complex sounds, e.g. via additive synthesis. Is 8tudy, the
feedback data of operations at 33 workstationsafcuit board
manufactory served as a model for auditory displage
workload of the workstations was compared to tregtual
performance, which indicated their work in proc@A4P) level,
i.e. the balance of their input and output. Theultssof the
auditory display were compared to WIP related bottks
identified by the bottleneck oriented logistic aséd including
logistic operating curves. The research projeciuntes the
development of a new PPC method realized as atgpaton a
software tool.

1. INTRODUCTION

1.1. Complexity of logistic targets

The analysis of different types of bottleneckshie production
workflow [1] is a basic principle in preposition tioe parameter
setting and application of production planning acehtrol

methods. These bottleneck types relate to thelémistic main

targets, which include the achievement of shorbughput
times, high delivery reliability, adequate degrefe capacity
utilization and low level of work in process (WIP3ome of

these targets are contradictive and the identiinadf an ideal
balance — which comprises the best possible acmienefor the
privileged target with the least drawbacks on teenaining
targets - has become a highly complex task accgrtbinthe
increased requirements of flexibility and produetiability in
the global market.

1.2. Auditory Display and complex data

As a fairly young discipline at first defined in9®[2] auditory

display is the non-speech acoustic representafiofarmation

within the human hearing range. One of its mairuies is the
identification of single events in complex data,jettwould get

lost in methods using rough resolutions like graglisplays or
averaged calculations. In scientific fields suctspace physics
or stock market analysis, auditory display has hmened as a
superior analysis tool in certain test arrangemértie research
for an analysis tool based on auditory displaydpecwith the
complexity of logistic data therefore seems a psimg

approach, especially since (once established) @yditisplays

provide results very quickly.

1.3. State of the art

The more it is surprising that apparently thereenheen
only very few research projects in the field of guotion
logistics involving auditory display: In the so nechARKola
project, Gaver, Smith et al [3] developed a sinedagoft drink
factory, which consisted of an interconnected sepé nine
machines, eight of which were under user contrche T
processes of the machines were displayed by awditons
representing the semantics of the specific machiaes the
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bottle dispenser producing the sound of clankinigldm These
sounds were audible to all users to give them ecst of what
to expect as well as a report on the impact of thetions.

A further approach was conducted by Alicke [4]: Aating
to him both, music and logistics rely on the ordesequences
and in logistics, deviations from the sequencinig rtirst in
first out” (FIFO) of orders waiting in front of a auhine
influence the length of the lead time. He assurhaslbgistics
can learn from musical principles and claims thaté must be
a common line between aesthetics and functionahty.an
example Alicke links the logistic processes of antamer
terminal to a given piece of music, “Satin Doll” uke
Ellington, and compares patterns of melodic motiaexl
logistic sequences. In spite of this interestingrapch, Alicke
does not complete his research by developing a adetor
production planning and control.

Whereas the ARKola project emphasized on interactiv
aspects of Auditory Display and Alicke's approacbued on
arguable theses about the portability of musicalcstire for
general purposes, this project tackles a thirderouthich is
more related to approaches based on non-linearndgad5]
investigating the phenomena of oscillation and byoization.

1.4. Research targets

The overall target of the project is the developmeh a

production planning and control method for workfvin

production logistics based on auditory display. &@omplish
this, a methodic transfer of production based d#taauditory
display has to be explored and methods to idergiycess
related bottlenecks have to be investigated arabksiied. The
results will be compared with the ones obtainednfrthe

Bottleneck Oriented Logistic Analysis (BOLA) [6]. his

comparison will also serve as a first validatiorepstfor

analyzing production logistic data based on augitisplay.

Since there has been no fundamental research yebicing

logistics engineering and auditory display, theupebf the
project, which includes the development of protaigp
software, started by very basic means to be saffiy flexible

to adjust to upcoming results. This included impwased and
sinusoidal based sonifications as well as severappimg

strategies [7].

Section 2 of this paper introduces the data sel asel gives
insight into the BOLA. Section 3 gives general ddamstions
about the mapping of production data to auditorgpldiy,
which will be specified in Section 4 on the praatiexperience.
Section 5 gives insight into the actual resultshef auditory
display based on the exposure of work content. i@edd
concludes the state of research and provides adoo&ubn
future steps.

2. BOTTLENECK ORIENTED LOGISTIC ANALYSIS

2.1. DATA SET OF CIRCUIT BOARD MANUFACTORY

The data set chosen for the research originates &aircuit
board manufactory (figure 1).
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Figure 1: Workflow of circuit board manufactory. &h
individual workstations are displayed as funnelscikled
workstations are bottlenecks identified by BOLA.[6]

It monitors the workflow of an evaluation periodfofe month
representing the processing of 4270 orders, eachvtoth
running through up to 31 operations at differentkstations.
The recorded data include information about theviddal
workstations with their daily capacities, order ated
information including the lot size of orders, adlvas operation
related data like operation sequence, work content] of
operation, or technology dependent waiting time.eTh
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operational feedback data was monitored on a tirpedgision
in seconds.

The motivation to select precisely this data se$ Wt it
has been extensively analyzed and documented ley Reghuis
and Hans-Peter Wiendahl [6] as an example of alicapipn of
Bottleneck Oriented Logistic Analysis including thegistic
Operating Curves Theory (LOC). The results deriVemm
auditory display thus can be reliably compared \aerified.

2.2. Bottleneck Oriented Logistic Analysis
including Logistic Operating Curves (LOC)

(BOLA)

The basic elements of the Bottleneck Oriented ltmgis
Analysis (BOLA) are the funnel model, which desesbthe
input and output relation at individual workstasoffigure 2a),
and the 2-dimensional throughput element, whicagrdates the
several processes before the operation and thetapeitself
including the setup time. The work content of theleo
(measured in the time needed for the operationgpsesented
by the height of the element.

incoming
&) b)

O OP2]—+— OP3 OP4]

O
o)
=
inventon
e ".

waitin waitin
aﬂerprugess transport befurepn?cess
TIO
TTP.

maximum
capacity —] 5 [
current OO time

performance
outgoing
orders

Figure 2: a) the funnel model describes the inpupiat
relation at a workstation. b) the 2-dimensionabtighput
element describes the individual order at a wotkstawith
OPx: orders, TIO: interoperation time [shop calendays
SCD], TOP: operation time [SCD], TTP: throughpuhei
[SCD], WC: work content [h] [6].

The BOLA analyzes the production workflow from aler and
resource oriented view (figure 3d). In a first sedpindividual

workstations are statistically evaluated and rard@zbrding to
their mean output rate (= mean performance), theirk-in-

process level (WIP), as well as the due date riétigland the
throughput times of the passing orders (3a, b).

a) d)

|
> B
e

bottleneck oriented logistic analysis

material flow
analysis

work

and WIP
analysis

»

throughput time

©)

H —
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approprpte
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Figure 3: Bottleneck Oriented Logistic Analysis leots
statistical information about all workstations (apalyzes
their throughput times and work-in-process-levddy &nd
applies the Logistic Operating Curves Theory toabaé
parameters in respect to the target achievemehts [6
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That way workstations with high WIP can be ideetifiand
represents an initial step towards identificatidnbottleneck
worksystems. Also known as inventory, WIP descrilties
balance between
workstation, in other words: it is the compositerkvgontent
(WC) of all orders at a workstation at a time.sltniotable that
the WC of incoming orders is measured by the tieeded for
processing (refer also to fig. 2b). This is due varying
durations of the operations needed for various yebdypes
and varying lot-sizes. WC is calculated in hours:

WC = (tp * LS + ts)/60, (1)

whereas tp is the processing time per piece forseific
product type (in minutes), LS is the lot size (nembf pieces
in order) and ts is the setup time of the workstat(in
minutes).

According to the funnel formula [6] high WIP caudesg
mean throughput times (which can be considered|dquthe
range in steady state systems) and therefore lelinedy times
in the workflow. A workstation with high WIP will
consequently be identified as a WIP related bottterof first
order. Too low WIP on the other hand results in aorp
performance causing a utilization-related bottléndtherefore
WIP should be kept at a safe minimum level (whitlpiactice
is 2,5 times the calculated ideal minimum WIP [@vdl
assuming that the worksystem is not outer marginjding the
risk of performance losses and at the same timeihkge
throughput times as short as possible. The ap@iepoperating
zone can be calculated by the Logistic Operatingv€si
Theory [6], which indicates the influence of thespective
parameters on each other (figure 4). FurthermarBQOLA one
aim is to identify the so called order-related thgbput time
bottleneck work systems. Those work systems argeimeral
characterized by a high number of orders beinggs®sed in
combination with a long mean throughput time.

We will concentrate in the following as a first ieltion
step of mapping production logistics feedback dataentify
WIP bottlenecks as an overload situation of a vaydtems.
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Figure 4: Ideal minimum WIP in relation to outpate and
range [6]. A larger WIP will increase the throughpime

without increasing the output rate significantlyhiYeas a
very low WIP would affect the performance signifida.
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3. GENERAL CONSIDERATIONS CONCERNING
DATA MAPPING IN AUDITORY DISPLAY

Operational feedback data of production processesinie-
based as is any approach using auditory displag.ifimediate
mapping of workflow data into sounds representimg length
of the operations is self-evident. The contenthef dperations,
i.e. the amount of pieces produced over the len§time can
be represented as pitch:

f(i) =1/ (TOP /), (2

whereas i is the operation, f is the displayeddesgy, TOP is
the total operation time, x is the number of piepesduced,
respectively the lot size.

The simplest possible scenario of a production rcligia
linear arrangement of machines with operationgdeffical lot
size and processing time without any waiting timebetween
(Figure 5a). In a representation as auditory dispéach
workstation (OPx) produces tones of identical fieapy (f). If
on the other hand e.g. the second workstation (GRe2ped
double the time for an operation, it would soundhadf the
frequency (f/2) and pause the sound of subsequechimes
sequentially. Additionally, a queue will build up front of
OP2, the work-in-process level (WIP) will increase.

Figure 5b provides a solution to this problem bieesing

the second workstation to a group of two workplaces
represent

Depending on whether the auditory display
workstations or individual workplaces (where eaobrkplace
is represented by its own sound), it will eitheursd unison
with the other workstations or the two workplacds QP2
sound individually at the lower octave to the othverkplaces.
In both cases always all the workplaces will soand there
will be no queue.

Figure 5: Examples of linear workflow, whereas Odte
sequential workstations.

Due to the large variety of product types and themlexity of
routes all products may take in the workflow, “sotinding” of
a workstation cannot be taken as an indicationatfiénecks.
Pauses of workstations outside the main workflowictv are
only used for special product types, happen retularhe
building up of queues in front of workstations isnach better
indicator for WIP -related bottlenecks in this reattit therefore
should be most efficient to observe the waiting etim

June 9-15, 2010, Washington, D.C, USA

(interoperation time) of the individual orders kefotheir
processing, as well as the work in process (WIP)that
workstations.

4. DATA MAPPING APPROACHES

4.1. Development of software interface

The prototyping software developed for the auditdigplay of
production data is based on a combination of thee-Bata
graphical programming language [8], which is used the
audio related parts (including additive synthesid a variable
surround setting between 1 and 16 output chanaats)Python
[9] for data reconditioning. It allows the auditatisplay of any
combination of operations at workstations as well the
workflows of orders. Since sounds in the realmhef human
hearing range are crucial for sonifications, selvemions are
provided to adjust the data (figure 6) in this relga

frequency spectrum

human hearing range:
~ 156 -15.000 Hz

Figure 6. The software interface offers four opsioto
arrange the frequency ranges to the human heaaimger
1%tchange of playback speed“ghifting the frequency of a
data section. "8linear and logarithmic scaling of all
frequencies to human hearing rang&felding frequencies
outside the audible range to their closed octavbimithe
hearing range.

4.2. Occurrences of Inconsistencies in the Data

The research on fundamental data-to-sound mappiigs
revealed various inconsistencies of the data sit igh time
resolution. Accuracy of operational feedback data iknown
problem in logistic analyses. Although there haeerb many
improvements in the last years, many recordingspafrations
are still executed by humans. The data set usedybyis and
Wiendahl for the BOLA was reduced to daily preaisiand
does not contain any inconsistencies. Additionélishould be
considered that BOLA relies in general on averagimfues
over an evaluation period of some weeks, and therefetailed
information just will be weighted. On the other dahis one of
the advantages of auditory display to be able tal aéth
complex data on a high resolute time scale angl énie of the
targets of the project to explore, if analysis loaea auditory
display will lead to similar results but obtainesl/éntually) in
faster time and offering potentials towards comipyexriven
analysis.
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The unexpected sounding results of the softwangadi;g
on the high resolute time scale revealed that ugoime 60
processes were registered simultaneously at ingid
workplaces, where only one process — displayed as a
monophonic signal - was considered at a time, wiidfue to
the workers at the workplaces use to collect séwaders at
once in order not to loose time. That requiredrdagration of
the conflicting parallel processed orders. Theefdahe
overlaying sections of the conflicting orders weoenpounded
to so to speak “virtual orders”, which representpéces in
process at a certain time span.

set of
norders

J

+ x pieges
+y pieces
*..
(taken from
the n orders)

new “virtual order” (vo) created

vo
vo2
vo3
vo ...

Figure 7: Overlaying orders are compounded in tnlt
orders”.

This method also allows the display of interoperatimes of
orders in front of workstations, which naturallyeohay, as well
as their work in process (WIP).

4.3. Results of directly mapped auditory display

After most of the data inconsistencies concernimgreported
schedule and operational sequences had been edfrect
experiments with sonifications based on the impleie direct
mapping strategies, meaning that all workstationsulds
display any of their operations, proved to be ¢ar complex to
spot out any irregularities in the production wiolf. Also the
consideration of single pieces produced appearedalistic,
since no reliable production, setup and waitingesnior the
various product types could be derived from theadairther
process related explanation on data entrys iscdiffito get.
Therefore the idea of a high-resolution time saades put on
hold in favor to an investigation of feedback dat¢h daily
precision.

5. AUDITORY DISPLAY OF WORK CONTENT

In this setting not the inaccurately measured thhput time is
taken into consideration as an indicator for therafion time
but the WC, which relies on planned data. If thempound WC
at a workstation is larger than its given capadhis may
indicate a throughput related bottleneck. For thispose the
WC and the technical waiting time of an order aatcwated
backwards from the monitored output day taking teely

capacity of the workstation into respect. That nsetduat, if WC
is larger than the workstation’s capacity, it Wik distributed
over the according number of days. The adjustedwaoé

June 9-15, 2010, Washington, D.C, USA

integrates the WC of all orders at each workstatiora daily
basis and allows the following options for display:

1. Absolute display of all operations at discrete
workstations, pitch representing the WC in minutes.

2. Absolute display of WC overload at discrete
workstations.

3. Relative display of WC overload, amount of overload

in minutes represented by pitch.
The unfiltered sonification of the WC of all datets (option 1)
again sounds too complex to give any evidence tfdn@cks
(sound example 1).

The auditory display of the relative WC overloag@t{on 3)
is more revealing. In a surround setting, wherewtbekstations
are panned between -45° and 45° according to plosiition in
the workflow, a workstation around 0° can be spbtiailding
up high frequencies as can be heard in sound exaPypihich
displays the overload of all workstations and 3jchtdisplays
the concerning workstation “multilayer pretreatnieatone
(figures 8).

7.500 —

5.000 —

minutes overload in Hz

daysin seconds

Figure 8: Visual representation with SPEAR [10] of
auditory display of performance overload of all i&iations
over the evaluation period. In the auditory displélye
constant peaks can easily be allocated to the waiibs
“multilayer pretreatment”.

Among the bottlenecks spotted by BOLA (figure 1jjyothe
resist coating workstation displays overload wartantioning
in the sonification.

Another interesting, yet difficult to interpret tdsis the
auditory display of the two succeeding workstatioreamed
“resist coating” and “resist structuring”. As cae beard in
sound example 4 (figure 9), which again displays rtlative
overload, “resist structuring” (45° panning) “joii®’ into the
permanent overload of “resist coating” (-45° pamginvith
frequencies close to the ones displayed by “resistting”
synchronously most of the times with slightly highmtches,
i.e. higher overload. The fact that “resist struicig’ only
displays short sequences and then becomes muten agai
indicates that the workstation is capable of dealvith the
workload over a specific period of time and therefes not
necessarily a bottleneck as defined by BOLA, whielats only
longer periods of time. But it certainly can be sidered a
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short term hindering of the workflow, which impdws to be

further investigated.
] l
resist struotyri

w w |
mr |
by Samplitude’s

Figure 9: Resist coating (top) and
workstations  visually  displayed

comparasonics [11]. The grayscale brightness of the
waveform represents the frequency.

(5]

6. CONCLUSION AND OUTLOOK

The actual study has not yet achieve the targeideatify (6]
identically bottlenecks as the BOLA. But nevertisslghese
first results with auditory displaying the compoWMC, which
is an equivalent to the work in process (WIP) at ithdividual
workstations raise a number of questions to be arehin the
follow-up steps of research: Why do most of the
workstations, which are identified as possible Iboticks by
significant WC overload, differ from the ones idéat by
BOLA? 2 What is the explanation behind the partial “jomin
in” into the melodic lines of neighbor workstati@nslow can
their interplay be interpreted and manipulated?Is3 daily
precision of data sufficient enough to investigéte impact of
sequential changes of orders, which are execugedceshorten
setup times or to prioritize urgent orders? Afteese questions
have been answered, the Grooving Factory shouldapable
not only to spot bottlenecks in a workflow immeelgitbut also
to precisely analyze the interferences of variotesnarios in
production planning and control.

[7]

(8]
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ABSTRACT

There is a large volume of research on designing effective
visual displays, however there is little empirical research
informing basic design on auditory displays. With the
decreasing size of hardware (e.g., hand-held devices) and
the increasing amount of software available, auditory
displays are viable option for communicating data in places
that have limited space for visual displays and for eye-busy
environments. Auditory graphs are auditory displays that
map quantified data to acoustic dimensions, such as pitch
and panning, to represent changes in data. In the present
study, we investigate the octave range of pitch that most
effectively represents the data in an auditory graph, as well
as the effects of utilizing the acoustic dimension panning to
give participants added temporal context. Significant
results were found that support the use of panning. A
significant interaction between the reported maximum
temperatures and octave range, as well as a significant
main effect was found for the type of statistic participants
were asked to report (minimum value, maximum value,
and average value), these results are discussed.

1. INTRODUCTION

With the explosion of new technologies in the twenty-first
century, many people have to learn how to interpret a large
volume of information presented through both visual and
auditory displays. The implementation of auditory displays
not only enhances the effectiveness of various technologies,
but also is crucial for individuals with visual impairments,
and for people working in eye-busy environments [1,2,3].
Because of this, it is important to investigate how sound
patterns can augment and even replace visual displays in
communicating quantitative information [4]. Auditory
display designers are in need of basic rules and guidelines
to reference when designing an effective display, rather
than relying on intuition or replicating what has been used
in the past. Sandor et al. [5], mentions that designers have
several crucial decisions to make regarding what data to
represent, how to represent the data, and what dimensions
to use. As Barrass [6] pointed out, many of the designers
working on new technologies have little understanding and
knowledge about making an effective auditory display, so

having some basic rules and guidelines would be beneficial
so that they can be referenced when needed and reused to
guide other projects.

Since the inception of the Graphical User Interface (GUI),
design guidelines for visual displays have become
relatively well established [1] and while strides have been
made in the research of auditory displays, there remains a
lack of empirical research to help guide the design process
[4,7,8,9].

Peres [1] identified four categories in which auditory
displays are used: (1) presenting information to visually
impaired people (2) providing an additional information
channel for people whose eyes are busy attending to a
different task (3) alerting people to error or emergency
states of a system, and (4) providing information via
devices with small screens such as PDAs or cell phones
that have limited ability to display visual information. For
the purpose of this study, we focused on auditory graphs,
an auditory display classified as data exploration that uses
sound to represent quantitative data [8,10]. An example of
an auditory graph is when Flowers [4] mapped temperature
ranges for each month to a pitch. Flowers [11] found that
weather data makes for a compelling auditory display
format partly because of its sequential observation across
time. Auditory graphs can grant the visually impaired the
same benefits that visual graphs offer to sighted
individuals, such as a concise summary of data, and trend
analysis [12]. Research has also found that the use of
auditory graphs is an opportunity to teach statistical
concepts like central tendency, variability and shapes of
distributions to both sighted and visually impaired
individuals [4]. Further, Peres and Lane [13] used sound
dimensions to communicate statistical information usually
contained in box plots.

Much of the research on auditory displays has examined
the impact of these displays on attention, cognitive load,
and discrimination from distracters and less on the structure
and guidelines for making an effective display
[14,15,16,17]. Although there is some research that has
investigated acoustic dimensions in attempt to determine
which dimensions are most effective in the interpretation of
auditory displays, more is still needed. The acoustic
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dimensions previously studied include: pitch, loudness,
timbre, tempo, and panning [1]. In the research presented
here, we chose to focus on two dimensions: pitch and
panning. Pitch is the most widely used dimension but its
level of effectiveness varies depending on the context of
the experiment, as a result, more research is needed to
further design guidelines [10,13,18,19]. According to
Flowers [20], “mapping pitch height (log frequency) to
numeric magnitude affords perception of function shape or
data profile changes, even for relatively untrained
observers”. Walker and Nees [10] found pitch to be a good
option for representing temperature data. Until the current
study the research conducted on pitch has not tested which
pitch ranges result in the most accurate interpretation of the
data. Flowers [4] stated that additional research could help
determine optimal pitch ranges for auditory graphs.

Panning is a mapping technique that presents sounds in a
manner so the listener perceives the sounds spatially. It is
conceivable that if this dimension were used redundantly
with time to represent information on an auditory graph
that people’s comprehension of the graph could be
improved [10]. However, panning has been studied even
less than pitch and thus there is currently no empirical data
to support this position. Peres and Lane [13] found pitch to
be only slightly more effective than pitch mapped
redundantly with panning in the presentation of box plots.
Interesting, users preferred the redundant condition (pitch
with panning) strongly to pitch or panning alone. However,
panning mapped redundantly with other dimensions has not
been investigated empirically.

In order to test the effects on performance when pitch and
panning are used for auditory displays, we used these two
dimensions to build different auditory graphs that display
temperature data. Specifically we wanted to explore how
octave range and panning impacted people’s ability to
interpret different statistical elements in the data, e.g.,
trend, mean, range, etc.

2. METHOD

2.1. Participants

59 participants (43 females and 16 males) were recruited
for this study. The mean age was 30.34 (SD= 10.56). Each
subject served in a single experiment session. All
participants were screened by self-report to ensure normal
or corrected-to-normal hearing.

2.2. Stimuli

Twelve auditory graphs were created from two sets of
temperature data using Sonification Sandbox 5. Each of the
two data sets used consists of the recorded high
temperatures in a geographical area for a one month period,
or 30 days, for a total of 30 data points. The weather data
used for the data sets was taken from the Weather Channel
website [21]. All of the auditory graphs last 20 seconds and
consist of 30 discrete sounds—each sound representing a
single data point in the data set. To control for practice
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effects, each participant was exposed to two auditory
graphs, each constructed using a different data set.

Six “pitch-only” auditory graphs were made from a single
data set by mapping the temperature data value to pitch.
The chromatic scale was used so each octave consists of 12
pitches. For example, an auditory graph made from the first
octave range listed below (C3) would consist of the
following 12 pitches: C3, C#3, D3, D#3, E3, F3, F#3, G3,
G#3, A3, A#3, B3.

For the current study, different octave “ranges” were used
to map the temperature data to sound. The octaves used are
listed below. Each octave contains 12-notes and the number
in parentheses indicates the frequency of the first note in
the octave:

. C2 (65.406 Hz)

. C3(130.813 Hz)
. C4 (261.626 Hz)
. C5 (523.251 Hz)

Thus, there were three different “octave range” designs: a
single octave designs (2 of the designs), two-octave designs
(3 of the designs), and one 4-octave design. The
composition of each of these is listed below:

Single Octave ranges
* C3
* Cc4

Two Octave ranges

. C2 and C3
. C3 and C4
. C4 and C5

Four Octave range
* C2,C3, C4 and C5

These octave ranges were chosen because they are
appropriately varied for the scope of this experiment as
there is little consensus with regard to the best pitch ranges
to use for auditory graphs [4]. Additionally, the octave
ranges chosen are neither too high nor too low, so as to
avoid having two distinct pitches that a participant with
normal hearing might not be able to discern as different.

There were two data sets used to create the panning and
non-panning auditory graphs. One set was mapped to the
pitch-with-panning auditory graphs and the other was
mapped to the pitch-only auditory graphs. The pitch-with-
panning auditory graphs use the same pitch ranges listed
above, but also had panning redundantly representing time.
To create a “panning effect” the loudness of each sound
was manipulated so that the sounds seemed to move
through the listener’s skull from left to right. The sound
representing the high temperature for the first day of the
month, the first data point, seems to emanate from a source
at the left ear, the sound representing the middle data point
seems to emanate from a source between the participants
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ears, and the sound representing the last point seems to
emanate from a source near the right ear.

2.3. Procedure

Participants were given a brief orientation about the
auditory graphs they would hear and the surveys they
would complete. The orientation was presented on a HTML
document that the participants progressed through with the
researcher providing additional instructions.

After participants finished the orientation they were
prompted with a “tuning page” that preceded each of the
two auditory graphs. The purpose of the tuning page was to
inform participants of the specific temperature-pitch
relationship that was wused in the auditory graph.
Specifically, participants listened to a sound clip in which a
series of three different tones were played and the
temperature values of each tone were -concurrently
displayed visually on the computer screen. This
temperature-pitch relation was the same used for both of
the auditory graphs the participant hears. The tuning page
also provided information about the measures participants
completed after listening to the auditory graph.

Each participant listened to two auditory graphs, one pitch-
only auditory graph and one pitch-with-panning auditory
graph. Both of these auditory graphs used the same octave
range. After listening to the first auditory graph participants
gave responses about the statistical properties of the data
they heard (minimum, maximum and average) and their
subjective ratings of the sounds. After providing
information about the first graph, participants would then
be presented with the tuning page for the next auditory
graph. They would listen to a corresponding auditory graph
that was followed by the same tasks and subjective ratings.
After the second rating was completed, participants were
debriefed. For all participants the order in which
participants listened to the auditory graphs (i.e., panning,
no panning) was counterbalanced.

2.4. Measures

Participants were given two short measures to complete
after listening to each auditory graph. The performance
measures were comprised of several questions used to
determine the participants’ understanding of the data
presented in the auditory graph. Specifically, participants
were asked to provide estimates of the minimum and the
maximum temperature, as well as the mean temperature. A
preference measure was also collected to determine the
participants' subjective of how enjoyable, helpful, or
distracting they found aspects of the auditory graphs to be.

To measure participants’ performance, error scores were
created by taking the difference of participants’ responses
on the performance measure and the respective true values
of the temperature data sets. An error score closer to
zero indicates a more accurate response. A negative
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error score indicates the participant reported a value lower
than the actual value.

3. RESULTS

Error scores were analyzed in a 6 x 2 x 3 (6 octave ranges X
2 panning levels x 3 performance measures) factorial
ANOVA. A significant main effect was found for panning,
F(, 52) = 4513, p = 0.038. Overall accuracy of
participants’ responses on the performance measure was
greater for auditory graphs with panning. As shown in
Figure 1, error scores for the non-panning auditory graphs
had were worse (mean of -5.54) than those for the panning
auditory graphs (mean of -3.153).

No Panning Panning

Mean Error Scores
1
(98]
(e}

Panning Variable

Figure 1: Mean error scores for performance responses for
auditory graphs without panning and with panning.

A significant main effect was also found for performance
measures, £(2,104) = 13.207, p < 0.001. Participants were
more accurate in reporting the minimum temperature than
the maximum or average temperature across all conditions.
The mean of the error scores for reported minimum
temperatures was 0.997, maximum was -7.445 and average
was -6.598. This main effect can be seen in Figure 2.

Figure 2 also illustrates the significant interaction between
octave range and performance measures, F(10, 104) =
2.335, p 0.016. Participants’ reported maximum
temperatures were more accurate when they listened to an
auditory graph with octaves ranges of C2-C3, C3-C4, C4-
CS5, or C2-C5. They were the least accurate in reporting the
maximum temperature for the single octave ranges of C3
and C4. No significant main effect was found for octave
range and all other interactions were not significant (p
s>0.15).
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Figure 2: Mean error scores for reported minimum, maximum, and average for

each octave range.

4. DISCUSSION

The significant main effect for panning suggests that
panning yields additional context to the auditory graph
when panning redundantly represented time. Panning
possibly added relevant and useful information enabling the
participants to more accurately interpret and understand the
auditory graphs, irrespective of the octave ranges the
auditory graph utilized. Auditory graph designers should
consider utilizing panning to assist their users in
interpreting the passage of time or anticipating the length of
an auditory graph. More in depth research needs to be
conducted with a focus on panning, as this research did not
focus primarily on different applications of panning.

Across all conditions participants were more accurate when
reporting the minimum temperature then either the
maximum temperature or the average temperature. This is
likely a function of the fact that participants generally
underestimated the values they were asked to report (see
Figures 1 and 2). Further, their accuracy could actually be
due to the design of the “tuning page.” The tuning page was
used to introduce participants to the specific temperature-
pitch relationship and one of the sample values used was
40. The minimum value in each data set was 33 and so
participants were more familiar with a pitch near the
minimum than the maximum. Similarly, the average
required a much more complicated judgment to determine.
It is also possible that low pitches are more distinguishable
and understandable than higher pitches in the context of
auditory graphs.

Participants were more accurate in reporting the maximum
temperature for the auditory graphs that included more than
just one octave range (e.g. C2-C3, C3-C4, C4-C5, C2-C5).
This suggests that auditory graph utilizing multiple pitch

ranges can improve performances in circumstances when
users must report the maximum values of the data set.

The results from this study are important and intriguing,
however, the effects and application of panning need more
attention. Future research should more thoroughly
investigate the effects of different octave ranges on
interpreting auditory graphs, focusing on larger ranges.
While this research suggests that larger pitch ranges may
allow for more accurate interpretation of certain statistics,,
the lack of a main effect of octave range (e.g. C2-C3, C3-
C4, C4-C5 or C2-C5) may indicate that auditory graph
designers have more freedom to choose what pitch ranges
best fit their specific design.

5. REFERENCES

[1] S. C. Peres, V. Best, D. Brock, B. Shinn-
Cunningham, C. Frauenberger, T. Hermann, J.
Neuhoff, L. Nickerson, and T. Stockman, "Auditory
Displays," in HCI Beyond the GUI: The Human
Factors of Non-traditional Interfaces, P. Kortum,
Ed.: Morgan Kaufman, 2008.

[2] J. H. Flowers, D. C. Buhman, and K. D. Turnage,
"Cross-modal equivalence of visual and auditory
scatterplots for exploring bivariate data samples,"
Human Factors, vol. 39, pp. 341-351, 1997.

[3] B. N. Walker and D. M. Lane, "Psychophysical
scaling of sonification mappings: A comparison of
visually impaired and sighted listeners," in
International Conference on Auditory Displays,
Espoo, Finland, 2001.

[4] J. H. Flowers and T. A. Hauer, "Musical versus
visual graphs: Cross-modal equivalence in perception

ICAD-124



The 16th International Conference on Auditory Display (ICAD-2010)

(3]

(6]

(7]

(8]

(9]

[10]

(1]

[12]

of time series data," Human Factors, vol. 37, pp.
553-569, 1995.

A. Sandor, S. C. Peres, and D. M. Lane, "Redundant
Sound Dimensions in Auditory Displays: Classical
Integrality Increases Performance," in preparation.

S. Barrass, "Sonification design patterns," in Proc. of
the 9th Int. Conf. on Auditory Display (ICAD2003),
Boston, MA, 2003, pp. 170-175.

J. Anderson, "Creating an empirical framework for
sonification design," in Proc. of the 11th Int. Conf.
on Auditory Display (ICAD2005), Limerick, Ireland,
2005, pp. 393-397.

S. C. Peres and D. M. Lane, "Auditory Graphs: The
effects of redundant dimensions and divided
attention," in Proc. of the 11th Int. Conf. on Auditory
Display (ICAD2005), Limerick, Ireland 2005, pp.
169-174.

P. Sanderson, J. Anderson, and M. Watson,
"Extending Ecological Interface Design to Auditory
Displays," in Proc. of the 2000 Annu. Conf. of the
Computer-Human Interaction Special Interest Group
(CHISIG) of the Ergonom. Soc. of Australia
(OzCHI2000), Sydney, Australia, 2000, pp. 259-266.

B. N. Walker and M. A. Nees, "An agenda for
research and development of multimodal graphs," in
Proc. of the 1ith Int. Conf. on Auditory Display
(ICAD2005), Limerick, Ireland, 2005.

J. H. Flowers, L. E. Whitwer, D. C. Grafel, and C. A.
Kotan, "Sonification of daily weather records: Issues
of perception, attention and memory in design
choices," in Proc. of the 7th Int. Conf. on Auditory
Display (ICAD2001), Espoo, Finland, 2001, pp. 222-
226.

S. M. Kosslyn, "The Psychology of Visual Displays,"
Investigative Radiology, vol. 24, pp. 417-419, 1989.

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

ICAD-125

June 9-15, 2010, Washington, D.C, USA

S. C. Peres and D. M. Lane, "Sonification of
statistical graphs," in Proc. of the 9th Int. Conf. on
Auditory Display (ICAD2003), Boston, MA 2003,
pp. 157-160.

J. Anderson and P. Sanderson, "Sonification Design
for Complex Work Domains: Dimensions and
Distractors," J. Experimental Psychology: Appl., vol.
15, pp. 183-198, 2009.

J. G. Neuhoff, J. Wayand, and G. Kramer, "Pitch and
loudness interact in auditory displays: Can the data
get lost in the map?" J. Experimental Psychology:
Appl., vol. 8, pp. 17-25, 2002.

M. Watson and P. Sanderson, "Respiratory
sonification helps anaesthetists timeshare patient
monitoring with other tasks," in Proc. of OZCHI2001
(OzCHIO1), Perth, Australia, 2001, pp. 175-180.

M. Watson and P. Sanderson, "Sonification supports
eyes-free respiratory monitoring and task time-
sharing," Human Factors, vol. 46, pp. 497-517, 2004.

P. Kortum and S. C. Peres, "An exploration of the
use of complete songs as auditory progress bars," in
Proc of Human Factors and Ergonomics Society 50th
Annual Meeting, San Francisco, CA, 2006, pp. 2071-
2075.

P. Kortum, S. C. Peres, B. Knott, and R. Bushey,
"The effect of auditory progress bars on consumer's
estimation of telephone wait time," in Proc. of
Human Factors and Ergonomics Society 49th Annual
Meeting, Orlando, FL, 2005, pp. 628-632.

J. H. Flowers, "Thirteen years of reflection on
auditory graphing: Promises, pitfalls, and potential
new directions," in Proc. of the 11th Int. Conf. on
Auditory Display (ICAD2005), Limerick, Ireland,
2005, pp. 1-4.

http://www.weather.com



ICAD-126



The 16th International Conference on Auditory Display (ICAD-2010)

June 9-15, 2010, Washington, D.C, USA

DISTRACTING EFFECTS OF AUDITORY WARNINGS ON EXPERIENCED DRIVERS

Johan Fagerlonn

Interactive Institute
Sonic Studio

Acusticum 4, 94128 Pited, Sweden
johan.fagerlonn@tii.se

ABSTRACT

A range of In-Vehicle Information Systems are currently
developed and implemented in trucks to warn drivers about
road dangers and vehicle failures. Systems often make use of
conventional repetitive auditory warnings to catch attention. In
a critical driving situation it might be tempting to use signals
that express very high levels of urgency. However, previous
studies have shown that more urgent alerts can have a negative
impact on the listeners’ affective state. A simulator experiment
was conducted to examine how urgent warnings could impact
the affective state of experienced truck drivers, and their
response performance to an unpredictable situation. As
predicted, the more urgent warning was rated more annoying
and startling. The drivers who received an urgent warning
braked significantly harder to the unpredictable event (a bus
pulling out in front of the truck). The drivers also tended to
brake later after the urgent warning, but no significant effect on
response time or time to collision was found. A concluding
recommendation for future research is to investigate distracting
effects of urgent auditory warnings on less experienced drivers.

1. INTRODUCTION

A number of authors have reported that auditory cues could
facilitate drivers in dangerous situations [1-4]. Sound can be
perceived at any time, and regardless where the driver has
visual focus. Thus, auditory cues may be especially appropriate
in urgent situations that require attention.

As the number of In-Vehicle Information Systems (IVIS)
increase — so does the number of auditory alerts and warnings.
Therefore, it is becoming increasingly important to investigate
the potentially negative effects that warning signals can have on
drivers. The research presented in this article focuses on how
urgent auditory warnings can negatively impact experienced
drivers affective state, and ability to detect and respond to new
information in the traffic scene.

Appropriate “urgency mapping” between warnings and
events could guide drivers attention and help them prioritize
better. A body of research has shown that manipulation of
acoustical properties can impact the perceived urgency of a
warning [5-9]. Edworthy et al. [5], for instance, identified a
number of parameters such as pitch, harmonic series, speed and
pitch range that had a consistent effect on urgency.

However, the perceived urgency of a sound may not solely
depend on acoustical properties. Guillaume et al. [10] showed
that the predictions by Edworthy et al. [5] were not completely

accurate when applied to real alarms from military aircrafts.
Burt et al. [11] reported that even though participants were able
to rank “sonic urgency” before an experiment, they were not
able to do so after the experiment when sounds had been
mapped to situations. In conclusion, it is established that both
spectral and temporal aspects of a warning signal can raise
urgency. However, perceived urgency may also depend on
other associations and learned mappings.

Acoustical parameters that affect rated urgency might speed
up reaction time (RT). Haas and Edworthy [8] found that higher
pitch, signal level and inter-pulse interval (time elapsed from
the end of the offset of one pulse to the beginning of the onset
of the next) increased perceived urgency. They also reported
that increased level and pitch decreased RT in a simple reaction
task. Haas and Casali [7] reported that higher signal level and
shorter time between bursts raised rated urgency, and increased
signal level decreased RT in a simple reaction task. Jaskowski
et al. [12] also reported that increased signal level resulted in a
faster RT. Suied et al. [13] showed that shorter inter-onset
interval raised perceived urgency and decreased RT in a simple
reaction task. Edworthy et al. [14] found that envelope shape,
harmonic structure, pulse-pulse interval, rhythm, average pitch,
pitch range and pitch contour) affected RT in a simple reaction
task.

Previous studies have shown that parameters that affect
urgency could impact perceived annoyance. Tan and Lerner
[15], for instance, evaluated alerts for a collision warning
system and reported that signals perceived as louder were rated
more annoying. Wiese and Lee [16] reported that warnings
designed to sound urgent tended to speed drivers’ accelerator
release. But they were also rated more annoying. Wiese and
Lee recommended that designers should consider an annoyance
trade-off in addition to urgency mapping. Marshall et al. [9]
identified a number of parameters (harmonic series, pulse
duration, inter-pulse interval, alert onset and offset, burst duty
cycle, inter-burst period and sound type) that affected both
perceived urgency and annoyance. They concluded that
annoyance is an important factor to consider in system design,
especially when designing alerts for less critical situations. But
the various parameters affected urgency and annoyance
differently. Thus, the assumption that parameters that increase
urgency increase annoyance in a corresponding way may not be
completely valid.

Designing sounds that are not annoying is important for
several reasons. Unpleasant alarm tones have been found to be
a common reason why operators disable the sound of
communicating systems [17]. Also, unpleasant signals have
been found to impact both drivers’ mental workload and
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performance. Wiese and Lee [16] found a correlation between
rated annoyance of auditory warnings and perceived workload
(NASA-TXL) when drivers performed a simulated driving task.
Baldwin [3] examined semantic and acoustical properties of
verbal warning signals and reported that signals of intermediate
urgency decreased crash risk during simulated driving. The
high-urgency warning used in the experiment was considered to
be very annoying and did not reduce crash risk.

We still know relatively little about how acoustical
parameters that affect perceived urgency could impact drivers’
ability to take in and process information. Inherent urgency
may motivate the driver to focus on some particular area of the
road scene or interface. However, urgency represents an
increased level of threat, which may require an immediate
physiological and psychological reaction (higher arousal). One
sign of high arousal levels is increased attentional narrowing
[18, 19]. A certain degree of alertness and focus is probably
appropriate in an urgent situation. But severe attentional
narrowing may not be appropriate in complex and eventful
situations that require the driver to chare attention between
several ongoing events. Thus, a better understanding of how
warning signals can impact drivers attention have important
implications for IVIS design.

Based on the previous studies of acoustical properties and
annoyance there are reasons to believe that urgent signals can
impact drivers affective state. A number of studies have found
that characteristics in sound that raise annoyance and urgency
also increases perceived arousal. Tajadura et al. [20]
investigated alerts from an emotional perspective and found
that higher pitch increased perceived arousal. Vistfjdll et al.
[21] reported that perceived annoyance of aircraft noise
correlated with perceived arousal.

The potential effect of arousal on drivers’ selective
attention was demonstrated by Chapman and Underwood [22].
An experiment was conducted to investigate drivers’ visual
behavior when watching traffic situations with different levels
of danger. More dangerous (arousing) situations “were
characterised by a narrowing of visual search, shown by an
increase in fixation durations, a decrease in saccade angular
distances, and a reduction in the variance of fixation locations”.

The present experiment was designed to investigate how an
urgent warning can impact the affective state of experienced
drivers, but also their ability to detect and respond to less
predictable events in the traffic scene. Based on previous
research it was predicted that a more urgent warning would be
considered more annoying and startling. It was also predicted
that a more urgent warning would result in a delayed response
to an unpredictable traffic event.

2. METHOD

24 professional truck drivers between the ages of 23 and 70
years (M=43.3, SD=13.1) participated in the experiment. Their
truck driving experience ranged from 1 to 46 years (M=21.0,
SD=12.9) and their annual driving ranged between 15000 and
150000 km (M=90218, SD=3838). All drivers had normal or
corrected-to-normal vision and self-reported normal hearing.
They all gave their informed written consent to participate in
the study.

June 9-15, 2010, Washington, D.C, USA

2.1. Apparatus

The experiment was conducted in the VTI Driving Simulator III
at the Swedish National Road and Transport Research Institute
[23]. This high-end simulator has an advanced motion system
that enables lateral or longitudinal acceleration forces up to
0.8g. A vibration table is implemented under the vehicle cab to
simulate different road conditions. The traffic scene is presented
on three main screens covering 120 degrees of the driver’s
visual field. These projections are accompanied by thee rear
mirrors covering the rear view. Taken together, the VTI Driving
Simulator III is capable of producing a realistic driving
experience in a highly controlled setting.

2.2. Stimuli

Two auditory warning signals were created prior to the
experiment. Both signals were designed to warn drivers about
vulnerable road users (pedestrians) standing close to the
roadside. They started with a 1000 ms verbal message,
“pedestrians”, presented in Swedish by a female voice. The
message was followed by one of two sets of tone bursts that
lasted for 1500 ms. Both spectral and temporal parameters of the
burst sets were manipulated to make them different in terms of
perceived urgency. Pitch and harmonic series have been
suggested to affect perceived urgency [5, 6, 8, 9 11]. The low-
urgency warning had a fundamental frequency of 179 Hz (G3).
The high-urgency warning consisted of a cluster of tones (B4,
C5, D5, C6, B6), which formed a disharmonic sound with
higher frequency components. The speed of a signal has also
been suggested to affect urgency [5, 7-9]. The low-urgency
warning contained 2 bursts with a 300 ms inter-pulse interval.
The high-urgency sound had 8 bursts with 10 ms inter-pulse
intervals. Shorter amplitude onset and offset have been found to
increase perceive urgency [5, 9]. Amplitude onset and offset
times for the low-urgency warning was 300 ms and 450 ms.
Onset and offset times for the high-urgency warning was 25 ms
and 210 ms. Haas and Casali [7] and Haas and Edworthy [8]
reported that higher loudness increased rated urgency. Warnings
were calibrated to approximately 80 dB(A) and 85 dB(A), which
prevented them from being masked by other sounds in the
environment. The background noise was calibrated to be
approximately 64 dB(A) at the drivers’ position at 50/km speed.
Both warnings were presented in the spatial position of the
pedestrians in a 6.0 channel speaker setup (Anthony Gallo
Acoustics Inc, CA, USA).

2.3. Evaluation of auditory signals

A study was conducted to test whether the two signals would be
perceived differently in terms of perceived urgency and
affective reaction. 18 volunteer subjects (16 males and 2
females) participated. Their ages ranged from 20 to 56 years
(M=32.4, SD=8.4). The sounds were presented in
counterbalanced order in a pair of KOSS URS headphones
(Koss Corporation, WI, USA). The participants listened to
background noise recorded inside a mini van for one minute.
After 20 seconds the first warning was triggered. The
participants were then required to rate perceived urgency,
startling effect and annoyance using rating scales ranging from
1 (not at all) to 7 (very much). The participants also rated their
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affective reactions using the Self-Assessment Manikin (SAM)
[24]. After another 30 seconds the second warning was
triggered. Results of the ratings are presented in Table 1. Two-
tailed paired t-tests were used to test for significance between
distributions. The urgent warning produced significantly higher
ratings in all parameters at the 0.01 alpha level.

High Low p-
urgency urgency value
Urgency, 1-7 5.9(1.2) 4.0 (1.6) <0.01
Startling, 1-7 4.6 (2.0) 2.6 (1.7 <0.01
Annoyance, 1-7 5.5(1.2) 3.0(1.8) <0.01
Arousal, 1-5 3.8 (1.1) 2.5(0.9) <0.01
Valence, 1-5 3.8 (0.9) 2.6 (0.6) <0.01

Table 1: Mean ratings for the two auditory warnings. Standard
deviations are presented in parentheses.

2.4. Traffic situations

Two critical situations were designed for the experiment. In one
situation (bus), illustrated in Figure 1, the driver received a
warning about pedestrians standing near the roadside. A bus
was parked ahead of the crowd. Just as the truck passed the
pedestrians the bus started to pull out and the driver was
required to brake immediately to avoid a collision.

In the other traffic situation (car), the truck was heading an
intersection with a small crowd of people standing near a cross
walk. The driver received a warning about the pedestrians. Just
as the truck entered the intersection, a passenger vehicle
approached at high speed from the right and the driver were
required to brake to avoid a collision.

Pilot trials were conducted with four drivers to identify any
issues regarding the structure and timing of the critical events.
A problem found was that the drivers tended to stop for the
pedestrians. It was therefore decided to move the pedestrians
further away from the road. Another issue was regarding the
timing of the critical event in the car situation. It was
problematic to get the car in a position so that drivers would
spot it and take action to avoid a collision. The timing was
adjusted in the pilot trials and it was decided to use the situation
in the experiment.

Figure 1: Traffic situation with pedestrians and a parked bus.
Drivers received a warning about the pedestrians standing to the
right. Moments later the bus pulled out in front of the truck.

June 9-15, 2010, Washington, D.C, USA

2.5. Procedure

The experiment was conducted using a within-subjects design.
Critical situations with warning signals were presented in
counterbalanced order. At arrival, the drivers were introduced
to the VTI Driving Simulator III and the driving task. They
were informed that the vehicle was equipped with a system
capable to warn them about potential road dangers. Each
participant drove one practice scenario that lasted for about 8
minutes, and then the main driving scenario that lasted for 25-
30 minutes. In total, each driver passed 18 intersections and 8
buses during the main driving scenario. Each critical event
occurred three times — one time directly after a high-urgency
warning, once after a low-urgency warning, and once without a
warning. Both types of warning also occurred one time without
a following critical situation. The drivers were told not to
exceed the speed limit of 50 km/h. Brake response time, time to
collision (TTC), brake force and subjective ratings of
annoyance and startling effect defined the main dependent
variables.

Directly after the trial, participants completed a
questionnaire containing statements about the critical situations,
the driving task and the warning signals. The drivers were
required to rate perceived annoyance and startling effect using
rating scales ranging from 1 (not at all) to 7 (very much). A
loosely structured interview was also conducted to collect
complementary driver input. At this point the experimenter
revealed the purpose of the experiment and the drivers were
allowed to talk freely about any issues experienced during the
trials. The experimenter especially paid attention to comments
about the auditory signals and how drivers focused their
attention in the dangerous situations.

3. RESULTS

Results are based on data from 24 participants. Complete brake
response data was collected in the bus situation. Mean time
between the drivers received a warning and the bus pulling out
was 2807 ms (SD=957). Unfortunately, there was severe loss of
data in the car situation. The reason was an issue with timing,
which prevented many participants to brake for the car. Thus,
all data from that situation was excluded from analysis.

3.1. Affective reactions

Table 2 shows mean values for the ratings of perceived
annoyance and starling effect. As predicted, the drivers rated the
urgent signal as significantly more annoying and startling. 2
drivers rated the low-urgency warning as being more annoying,
and only 1 driver rated the non-urgent warning as being more
startling than the high-urgency warning. A two-tailed paired t-
test revealed significant differences between the sounds both in
terms of rated annoyance (1(23)=2.94, p=0.007) and startling
effect (t(23)=3.14, p=0.005).
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Annoying (1-7) Mean Median SD
High urgency 4.42 5 1.84
Low urgency 3.42 3 1.56
Startling (1-7)

High urgency 3.71 4 1.88
Low urgency 2.71 3 1.60

Table 2: Subjective ratings of annoyance and startling effect.

3.2. Brake response

Table 3 shows mean response time, time to collision and brake
force. All drivers successfully avoided a collision. Brake force
was measured in terms of maximum brake pressure level. Two-
tailed paired t-tests failed to show any significant effects
between treatments in any of the dependent variables at the 5%
alpha level. A moderate correlation was found for the variables
brake force and TTC (Spearman’s rank order correlation, r=-
0.54, p<0.01), and brake force and brake response time (r=0.59,
p<0.01).

Response time (ms) Mean Median SD
High urgency 1441 1410 381
Low urgency 1352 1290 284
Time to collision (ms)

High urgency 2000 1900 490
Low urgency 2088 2100 411
Brake force (bar)

High urgency 4.5 4.05 2.33
Low urgency 3.76 3.75 1.79

Table 3: Descriptive statistics for the driving parameters.

3.3. Analysis of first situations

Several drivers stated that they radically changed their
expectations about threatening situations after the first critical
situation. Also, the drivers responded considerably faster in the
second situation (M=1233, SD=269) compared to the first
situation (M=1559, SD=320). A two-tailed paired t-test showed
that the difference was significant (t(23)=3.63, p=0.0013). It
was therefore decided to examine the results from the first
situations in more detail. In this analysis 12 drivers who
received an urgent warning were compared with 12 drivers who
received a low-urgency warning. Mean time between drivers
receiving a warning and the bus pulling out was 2564 ms
(SD=769) in the first situation. Mean brake response time, time
to collision and brake force are presented in Table 4.

Response time (ms) Mean Median SD
High urgency 1637 1610 370
Low urgency 1482 1520 251
Time to collision (ms)

High urgency 1900 1850 381
Low urgency 2133 2050 369
Brake force (bar)

High urgency 6.06 7.15 2.05
Low urgency 4.23 4.15 1.74

Table 4: Driving parameters in the first situation.
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3.3.1. Brake response

Mean brake response time was longer after the high-urgency
signal compared to the low-urgency signal. The mean
difference between groups was 155 ms. However, an
independent samples t-test returned no significant difference
between the distributions at the 0.05 alpha level. Mean time to
collision was also shorter, but the difference was not
significant.

Most drivers who received an urgent warning braked harder
than drivers who received a non-urgent warning. 58 % of the
drivers who received an urgent warning reached brake pressure
levels close to highest possible brake pressure. Normal
distribution of data was not assumed. Both a two-tailed Mann-
Whitney U-test, and a two-tailed independent samples t-test
returned a significant difference in maximum brake pressure
between the distributions (U=113, n;=ny=12, p<0.05)
(t(22)=2.43, p=0.024).

4. DISCUSSION

The purpose of this experiment was to investigate how urgent
auditory warning signals may impact experienced drivers
affective state and ability to respond to other, more
unpredictable events in the road scene.

One could argue that the most important property of a
warning is that it will be detected by the driver and contribute
to a fast response. Previous studies have shown that more
urgent signal could speed response time in a simple reaction
tasks [7, 8, 13, 14]. Wiese and Lee [16] investigated the effects
of an urgent warning during simulated driving and reported that
increased burst density of a collision warning speeded
accelerator release.

However, annoying auditory signals could undermine
acceptance, and have been suggested to be a common reason
why operators turn of system alerts [17]. Wiese and Lee [16]
suggested an annoyance trade-off when designing warning
signals for in-vehicle use. The results obtained in the present
experiment indicate that warning signals presented in a truck
cabin could impact affective state differently. As predicted, the
high-urgency warning was rated more annoying and startling
compared to low-urgency warning. These results were not at all
surprising and they are in line with previous findings suggesting
that acoustic properties can affect rated urgency, annoyance and
arousal [9, 15, 16, 20]. But most previous studies have been
conducted with ordinary car drivers or not in a driving context.
The present study was conducted in a high-end truck simulator
with highly trained truck drivers. On the basis of the result from
this and previous studies we suggests that truck manufacturers
should not only consider alarm efficiency, but also annoyance
potential when designing and implementing auditory warnings.

Mean scores of annoyance were almost identical to the
results in the pre-study for the low-urgency warning. But the
high-urgency warning was rated considerable less annoying by
the professional truck drivers. A two-tailed t-test reviles that the
difference is significant (p<0.05). There are several possible
explanations to this effect. One could be that professional
drivers are used to handle critical driving situations, and simply
felt less affected by the urgent sound. Other contributing factors
could be that the subjects in the pre-study only listened to the
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sounds one time, and that the signals were not mapped to any
situations. The professional truck drivers listened to them 3
times, and the sounds were mapped to specific traffic situations.
Previous findings suggest that perceived urgency of warnings
can change considerably when they have been mapped to
situations, even though the listener is told to ignore any
associations and just focus on the sound [11]. Also, in the
interview one driver stated that it was hard to remember the
sounds being different. The ratings were performed after
completing the 25-30 minutes driving task and the participants
may not have been able to provide precise ratings of their
affective state at this time. In future studies it may be more
appropriate to let drivers rate their affective state directly after
the critical situations.

Analysis of response performance in first situations showed
that the drivers who received a high-urgency warning braked
significantly harder than drivers who received the low-urgency
warning. Previous experiments have suggested that increased
arousal [12] and the ”stimulus-response compatibility” [25]
could lead to more forceful reactions. The moderate correlation
found between response time and brake force suggests that
drivers compensated for late responses by braking harder.

Drivers who received the high-urgency warning also tended
to brake later compared to drivers who received the low-
urgency warning. But there were large differences between
drivers, and the differences did not reach statistical
significance. But even so, there are reasons to consider more
studies examining distracting effects of urgent alerts on drivers.
Today, car manufacturers are developing and implementing
new technology to assist ordinary car drivers in dangerous and
eventful situations. Experienced drivers are probably more
used with critical and demanding situations than are less
experienced drivers. Chapman and Underwood [22] found that
novice drivers showed longer fixation durations than
experienced drivers in critical traffic situations, indicating that
they are less able to share attention appropriately in these
situations. Future studies should examine the effects of urgent
warning signals on less experienced drivers.

Previous studies have emphasized the use of early warnings
instead of late warnings in a driving context. Lee et al. [4]
found that early warnings helped distracted drivers more
effectively than did late warnings. In a second experiment they
showed that early warnings resulted in a safety benefit by
reducing the time required for drivers to release the accelerator.
Early and more comfortable warnings that inform the driver
about important states and ongoing events could be an
especially interesting alternative to alarming and annoying
signals. If an extremely fast response time is important, it is
probably better to consider overtaking systems such as
automatic brake systems.

The length of the trials prevented any investigation of long-
term effects and habituation of the signals. No considerable
effect on brake response behavior was found after the first
situation, indicating that response performance for experienced
drivers will not be negatively affected by “sonic urgency” when
critical situations are expected.

5. CONCLUSIONS

The results of the experiment suggest that acoustical parameters
that increase urgency can impact experienced drivers’ affective
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state in demanding traffic situations. Urgent signals could
potentially also impact drivers’ responses to unpredictable
events in the traffic scene. These results have implications for
system design, especially for systems designed to warn and
inform drivers in very complex and eventful situations. Previous
authors have suggested developers should consider an
annoyance trade-off when implementing auditory warnings in
vehicles. The results of this study imply that it may be a good
idea to also consider a tradeoff between perceived urgency and
contextual complexity. A recommendation for future research is
to investigate distracting effects of auditory warning signals on
less experienced drivers.

6. ACKNOWLEDGEMENTS

This research was financed by Scania Commercial Vehicles,
Vinnova and partners within the Swedish excellence centre
“Virtual Prototyping and Assessment by Simulation” (ViP).
Special thanks to Hakan Alm at Luled university of technology,
Robert Friberg and Anna Svensson at Scania Commercial
Vehicles, and Anders Andersson, Anne Bolling and Anders
Genell at the Swedish National Road and Transport Research
Institute (VTI).

7. REFERENCES

[1] C. P. Fung, S. H. Chang, J. R. Hwang, C. C. Hsu, W. J.
Chou, and K.K. Chang, The study on the influence of
auditory warning systems on driving performance using a
driving simulator, Taiwan, Institute of Transportation,
2007.

[2] C. Ho, and C. Spence, “Assessing the effectiveness of
various auditory cues in capturing a driver’s visual
attention,” Journal of experimental psychology: Applied,
vol. 11, no. 3, pp.157-174, 2005.

[3] C.L.Baldwin, “Acoustic and semantic warning parameters
impact vehicle crash rates,” in Proc. of ICAD 2007,
Montreal, Canada, 2007.

[4] J. D. Lee, D. V. McGehee, T. L. Brown, and M. L Reyes,
“Collision warning timing, driver distraction, and driver
response to imminent rear-end collisions in a high-fidelity
driving simulator,” Human factors, vol. 44, no. 2, pp. 314-
334,2002.

[5] J. Edworthy, S. Loxley, and I. Dennis, “Improving auditory
warning design: Relationships between warning sound
parameters and perceived urgency,” Human factors, vol.
33, no. 2, pp. 205-231, 1991.

[6] E. J. Hellier, J. Edworthy, and I. Dennis, “Improving
auditory warning design: quantifying and predicting the
effects of different warning parameters on perceived
urgency,” Human factors, vol. 35, no. 4, pp. 693-706,
1993.

[7] E. C. Haas, and J. G. Casali, “The perceived urgency and
detection time of multi-tone and frequency-modulated
warning signals,” in Proc. of the human factors and
ergonomics society 37" annual meeting, Santa Monica,
CA, USA, 1993.

[8] E. C. Haas, and J. Edworthy, “Designing urgency into
auditory warnings using pitch, speed and loudness,” IEE
Computing and Control engineering journal, vol. 7, no. 4,
pp. 193-198, 1996.



The 16th International Conference on Auditory Display (ICAD-2010)

[9] D. C. Marshall, J. D. Lee, and P. A. Austria, “Alerts for in-
vehicle information systems: annoyance, urgency and
appropriateness,” Human factors, vol. 49, no. 1, pp. 145-
157, 2007.

[10] A. Guillaume, C. Drake, M. Rivenez, L. Pellieux, and V.
Chastres, “Perception of urgency and alarm design,” in
Proc. of ICAD 2002, Kyoto, Japan, 2002.

[11]J. L. Burt, D. S. Bartolome, D. W. Burdette, and J. R.
Comstoc JR, “A psychophysiological evaluation of the
perceived urgency of auditory warning signals,”
Ergonomics, vol. 38, no. 11, pp. 2327-2340, 1995.

[12] P. J. Jaskowski, K. Rybarczyk, F. Jaroszyk, and D.
Lemanski, “The effect of stimulus intensity on force output
in simple reaction task in humans,” Acta Neurobiol. Exp,
vol. 55, no. 1, pp. 57-64, 1995.

[13] C. Suied, P. Susini, and S. McAdams, “Evaluating warning
sound urgency with RTs,” Journal of experimental
psychology: Applied, vol. 14, no. 3, pp. 201-212, 2008.

[14] J. Edworthy, E. Hellier, and K. Walters, “The relationship
between task performance, RT, and perceived urgency in
nonverbal auditory warnings,” in Proc. of the IEA
2000/HFES 2000 Congress, San Diego, CA, USA, 2000.

[15] A. K. Tan, and N. D. Lerner, Multiple attribute evaluation
of auditory warning signals for in-vehicle crash avoidance
systems, National Highway Traffic Safety Administration,
Office of Crash Avoidance Research, Washington DC,
USA, 1995.

[16] E. E Wiese, and J. D Lee, “Auditory alerts for in-vehicle
information systems: The effects of temporal conflict and
sound parameters on driver attitudes and performance,”
Ergonomics, vol. 47, no. 9, pp. 965-986, 2004.

[17] F. E. Block JR, L. Nuutinen, and B. Ballast, “Optimization
of alarms: a study on alarm limits, alarm sounds, and false
alarms, intended to reduce annoyance,” Journal of clinical
monitoring and computing, vol. 15, pp. 75-83, 1999.

[18] C. D. Wickens, and J. D. Hollands, Engineering
psychology and human performance (3 rd ed.), Upper
Saddle River, USA, Prentice-Hall Inc., 1999.

[19] J. A. Easterbrook, “The effect of emotion on cue utilization
and the organization of bahavior,” Psychology Review, vol.
66, no. 3, pp. 183-201, 1959.

[20] A. Tajadura-Jiménez, A. Viljamide, N. Kitagawa, and D.
Vistfjill, “Affective multimodal displays: Acoustic spectra
modulates perception of auditory-tactile signals,” in Proc.
of ICAD 2008, Paris, 2008.

[21] D. Vastfjall, M. Kleiner, and T. Gérling, “Affective
reactions to interior aircraft sounds,” Acta Acustica united
with Acustica, vol. 89, no. 4, pp. 693-701, 2003.

[22] P. R. Chapman, and G. Underwood, “Visual search of
driving situations: Danger and experience,” Perception,
vol. 27, pp. 951-964, 1998.

[23] http://www.vti.se/simulator

[24] M. M. Bradley, and P. J. Lang, “Measuring emotion: the
self-assessment manikin and the semantic differential,”
Journal of Behavior Therapy and Experimental Psychiatry,
vol. 25, no. 1, pp. 49-59, 1994.

[25] R. Ulrich, and S. Mattes, “Does immediate arousal enhance
response force in simple RT?,” Q J Exp Psychology, vol.
49A, no. 4, pp. 972-990, 1996.

ICAD-132

June 9-15, 2010, Washington, D.C, USA



The 16th International Conference on Auditory Display (ICAD-2010)

June 9-15, 2010, Washington, D.C, USA

COMPREHENSION OF SPEECH PRESENTED AT SYNTHETICALLY
ACCELERATED RATES: EVALUATING TRAINING AND PRACTICE
EFFECTS

Christina Wasylyshyn, Brian McClimens, and Derek Brock

U.S. Naval Research Laboratory

Washington, DC 20375
christina.wasylyshyn@nrl.navy.mil

ABSTRACT

The ability to monitor multiple sources of concurrent auditory
information is an integral component of Navy watchstanding
operations. However, this leads to attentionally demanding
environments. The present study tested the utility of a potential
solution to listening to multiple speech communications in an
auditory display environment: presenting speech serially at
synthetically accelerated rates. Comprehension performance of
short auditory narratives was compared at seven accelerated
speech rates. Practice effects and training effects were
examined. An optimum acceleration rate for comprehension
performance was determined, and training was found to be an
effective method when synthetic speech was presented at slow
to moderately accelerated rates.

1. INTRODUCTION

It is expected that future Naval forces will be defined by their
agility and their capacity for coping with high-stakes, uncertain
environments [1]. The individual Naval watchstander might be
responsible for the concurrent monitoring of numerous radio
communications channels, along with actively monitoring and
responding to events on multiple visual displays. Such
attentionally demanding environments have motivated various
HCI solutions to help warfighters deal with the vast number of
information sources needing to be monitored in order to perform
their duties successfully.

However, a critical consideration when designing potential
solutions in auditory display research is to take into account the
limitations in listeners’ abilities to attend to multiple competing
communications channels. For example, communications
performance has been shown to decline significantly as
watchstanders were asked to handle additional radio circuits [2].
Likewise, comprehension in multi-talker speech displays
decreased when listening to concurrent speakers [3]. Both of
these studies [2], [3] examined performance in conditions with
up to four concurrent speakers. These results were replicated
and extended by comparing comprehension performance in four
different conditions: two concurrent speakers, four concurrent
speakers, four serial speakers with normal speech rates, and four
serial speakers with accelerated speech rates (accelerated 75%
faster) [4]. Major findings included better comprehension
performance in the accelerated speech condition compared to

the concurrent speech conditions (for both two and four
concurrent speakers). Participants performed better in the
normal speech rate condition than the accelerated speech rate
condition, suggesting that while listening to accelerated speech
is more difficult than normal speech, there is a significant
improvement in one’s ability to make sentence comprehension
judgments when listening to accelerated speech compared to
listening to concurrent speech.

Presenting listeners with messages that are serialized and
accelerated, therefore, may be one potential solution to
concurrent monitoring of communications channels. However,
building an effective system of synthetically accelerated voice
communications will require new information paradigms that
directly address the strengths and limitations of human
operators. This paper reports on a work in progress that
examines listeners’ abilities to adapt to synthetically accelerated
speech in an auditory display environment through the use of
practice and training.

Unlike reading, in which the information input rate can be
controlled by one’s eye movements, comprehension of speech is
often dependent on a transient acoustic signal whose
information input rate is largely controlled by the talker, not the
listener. The information input rate, thus, is determined by the
environment, and previous information is often not reviewable.
In order to comprehend auditory information effectively, input
must be analyzed, segmented, and processed for structure and
meaning, all of which must occur even as new auditory
information continues to arrive. When auditory input is rapid,
listeners will have even less time to carry out these integrative
processes, and successful comprehension will require greater
effort at accelerated rates of speech.

Accelerated speech is marked by an increased word rate, so
that more information can be transmitted per unit of time. Even
when the pitch and prosody of the original speech is preserved,
loss of information occurs, most notably from the loss of
processing time that the listener would typically use to integrate
the auditory information [5]. However, with practice, subjects
have shown increased recall of information that was presented
at an accelerated rate [6], and mere exposure to accelerated
speech has been shown to generalize to increased speech
comprehension of other accelerated speech, even if the subject
is exposed to accelerated speech in a foreign language with
similar phonemes [7].

While these studies suggest that there are detectable
performance differences in accelerated speech comprehension,
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it isn’t clear to what extent training participants to listen to
synthetically accelerated speech will be helpful. The amount of
practice and/or exposure to accelerated speech needed to
produce benefits in comprehensibility differs across studies, as
does the ability to distinguish practice effects from training
effects.

The present study tested the utility of listening to
synthetically accelerated speech by comparing comprehension
performance of information presented at seven accelerated
speech rates. Speech rates were blocked so that three short
narratives were presented at each rate. This approach allowed
for the testing of practice effects across the three narratives for
each speech rate. Furthermore, the blocked narratives were
either presented at incrementally faster rates (the “training”
group) or in a random manner (the “random” group). This
allowed us to determine whether presenting accelerated speech
in a systematic way from slow to fast speech rates was
beneficial to comprehension performance or whether
participants were only able to integrate accelerated auditory
information up to a certain speed-related processing threshold.
The study sought to answer three primary questions:

1. Do practice effects occur, i.e., is there systematic
improvement in comprehension performance after listening to
multiple auditory excerpts presented at the same accelerated
speech rate?

2.. Does comprehension performance vary by presentation
method, i.e., can listening to accelerated speech be trained or do
participants simply have a natural threshold for listening to and
processing accelerated speech content?

3. What is the optimum acceleration rate for comprehension
performance, i.e., what is the fastest rate at which speech can be
presented so that comprehension performance does not differ
from comprehension performance of speech presented at a
normal rate?

2. METHOD
2.1 Participants

Twenty NRL employees participated (11 males, 9 females). All
participants were native English speakers and claimed to have
normal (i.e.,, non-corrected) hearing. Participants were
randomly assigned to the “training” (5 males, 5 females, mean
age = 40.9, SD = 11.1) or to the “random” (6 males, 4 females,
mean age = 39.6, SD = 10.8) presentation group. There are no
significant differences in participant characteristics between
groups.

All participants were presented with a baseline listening
comprehension task, that is, all participants listened to two
narratives at a normal speech rate and completed
comprehension questions. The training group (mean = 0.76, SD
= 0.11) performed equally well as the random group (mean =
0.78, SD = 0.10), t(18) = -0.34, p = .54, so that there were no
differences between the groups for baseline comprehension
performance.

2.2 Task and Apparatus

The main battery was composed of brief auditory narratives
and comprehension questions [8]. Each narrative described an

June 9-15, 2010, Washington, D.C, USA

event in a person’s life. These narratives were approximately
300 words in length (range = 298 — 308 words); they were
equated for number of ideational propositions and content
difficulty. Each narrative was recorded in a female voice at a
speaking rate of approximately 180 words/min (normal
speaking rates are anywhere between 130-200 words/min).

After listening to each narrative, participants were asked to
evaluate statements about ideas represented (or not) in the
narrative. These consisted of 24 statements that included both
main ideas and specific details about the narrative. Three
different types of statements were included for comprehension
evaluation:

1. True statements represented ideas that were
included in the narrative

2. False statements represented ideas that were
inconsistent with those told in the narrative

3. Distractor statements represented ideas that were
consistent with the narrative, but were not
actually part of it.

The narratives were synthetically accelerated at rates ranging
in 15% increments from 50% to 140% faster-than-normal. The
“training” presentation group listened to the accelerated
narratives at incrementally faster rates from 50% to 140%
faster-than-normal. The “random” presentation group listened to
the narratives at accelerated speeds presented in a random
fashion. For both presentation groups, the narratives were
presented in triads at each speed to test for practice effects
within speeds. For example, a participant in the “training” group
would have heard three narratives at 50% faster-than-normal,
followed by three narratives at 65% faster-than-normal,
followed by three narratives at 80% faster-than-normal, and so
on, up to 140% faster-than-normal.

In order to create the accelerated test battery, the narratives
that were first recorded at a normal speaking rate were subjected
to a patented NRL speech-rate compression algorithm [9],
known as “pitch synchronous segmentation” (PSS). PSS retains
the fundamental frequency of speech signals and preserves a
high degree of intelligibility. This high degree of intelligibility
remains because the PSS method does not try to generate an
electric analog of the human speech production mechanism.
Instead, PSS represents the speech waveform by individual
pitch cycle waveforms. The output speech sounds more natural
because it is constructed from raw speech and because pitch
interference is absent in the speech representation.

The visual part of the study was displayed on a large flat-
panel monitor and the auditory component was rendered
binanrally in Sony MDR-600 headphones. Brief auditory
examples of what participants heard at each accelerated speech
rate are given in the following sound files:

Speed50%  [SPEED50.WAV]
Speed65%  [SPEED65.WAV]
Speed80% [SPEEDS0.WAV]
Speed95%  [SPEED95.WAV]

Speed110% [SPEED110.WAV]
Speed125% [SPEED125.WAV]
Speed140% [SPEED140.WAV]
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2.2 Procedure

Participants were randomly assigned to either the “training” or
the “random’ presentation group. After providing informed
consent, participants completed a short practice exercise that
resembled the format of the experimental task and a baseline
comprehension measure. Immediately, after listening to each
narrative, participants were visually presented with 24
statements (8 true, 8 false, and 8 distractor) and asked to
evaluate whether or not the statement identified ideas heard in
the narrative.
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Figure 1: Mean proportion of correctly identified
comprehension statements by speed for each presentation
method group (training and random).

3. RESULTS

The proportion of correctly identified comprehension
statements served as the dependent measure. The dependent
measure was submitted to an 8(speed: normal, 50%, 65%, 80%,
95%, 110%, 125%, 140%) x 3 (practice: narrative 1, 2, 3 within
each triad) x 2 (presentation method: training, random) mixed
ANOVA. Speed and practice were repeated-measures
variables, and presentation method was a between-groups
variable. The main effect of speed was significant, F(7, 126) =
19.88, p < .0001. Regardless of presentation method and
practice, participants correctly identified more comprehension
statements when narratives were presented at the slower speeds
(i.e., normal, 50%, and 65%). There was no main effect of
practice, F(2, 36) = 0.63, p = 0.54. Across presentation method
and speed, the mean comprehension scores for narratives
presented first in each triad was 0.68, second in each triad was
0.67, and third in each triad was 0.67. There was also no main
effect of presentation method, F(1, 18) = 0.13, p = 0.72. Across
speed and practice, the average comprehension score in the
training presentation group was 0.67 and the average
comprehension score in the random presentation group was
0.68.

However, the speed by presentation method interaction was
significant, F(7, 126) = 3.01, p = 0.006. Figure 1 displays the
mean proportion of correctly identified comprehension
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statements by speed (across practice) for each presentation
method. Note that the values marked Speed O indicate each
group’s average comprehension score at baseline (i.e., normal
speed speech). As can be seen in Figure 1, both the training and
the random presentation groups performed equally well at
Speed 0. Planned contrasts indicated that the optimum
acceleration rate for comprehension performance was 65%
faster-than-normal, that is, 65% faster-than-normal was the
synthetic speech rate at which comprehension performance did
not differ from comprehension performance of speech
presented at a normal rate. Planned contrasts also indicated that
participants in the training group correctly identified more of
the comprehension statements at Speeds 50 and 65 (mean
proportion correct = 0.81 and 0.80, respectively) compared to
the participants in the random group (mean proportion correct =
0.73 and 0.71 for Speeds 50 and 65, respectively). This
suggests that training participants may be an effective method,
but only at slower speeds. Figure 1 seems to suggest that the
random presentation method is more effective at higher speeds
(e.g., Speeds 125 and 140) than the training presentation
method, however, there were no significant differences
between the presentation groups at the higher speeds. The way
in which the narratives were presented to the training group
(i.e., at incrementally faster rates) may have induced fatigue
over the course of the experimental session, further supporting
the notion that training may only be effective at slower speeds.

In summary, participants seemed to adapt quickly to
comprehending the synthetically accelerated speech. Training
was effective at slower accelerated speech rates, however,
systematic training to higher accelerated speech rates led to
fatigue. Practice (i.e., performance across the three narratives
within each speech rate) did not seem to aid comprehension
performance.

4. DISCUSSION

This present study reports results from a work in progress that
examines listeners’ abilities to adapt to synthetically accelerated
speech in an auditory display environment through the use of
practice and training. Previous research conducted at NRL [4]
demonstrated that comprehension performance can benefit from
accelerated and serialized audio communications channels,
compared to comprehension performance when listening to
concurrent speech on two and/or four channels. However,
participants in this previous study did not perform as well when
listening to synthetically accelerated speech rates at 75% faster-
than-normal as when listening to normal speech rates [4]. The
present study extends those previous results. We tested a larger
scale of synthetic speech rates ranging in 15% increments from
50% to 140% faster-than-normal. We found that the optimum
acceleration rate for comprehension performance was 65%
faster-than-normal. This was the fastest rate at which
synthetically accelerated speech could be presented where
comprehension performance did not differ from comprehension
performance of speech presented at a normal rate.

The main analysis compared participants who listened to the
narratives at incrementally faster rates from 50% to 140% (the
training group) to those participants who listened to the
narratives at speeds presented in a random fashion (the random
group). As expected, comprehension performance declined as
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speech rate increased. At faster synthetic speech rates,
participants were not able to integrate the structure and
meaning of the narratives as well as they were able to at slower
speech rates. The training presentation method was found to be
effective for comprehension performance compared to the
random presentation method, but only at the slower synthetic
speech rates (i.e., 50% and 65% faster-than-normal). What was
not expected, however, was how quickly listeners adapted to
the synthetically accelerated speech. This can be seen by the
lack of practice effects within speeds; on average, participants
tended to perform equally across the three narratives of each
triad.

That being said, it should also be noted that the highest
comprehension accuracies were between 78-81%. Participants
were particularly good at distinguishing the true and false
statements, but performed significantly worse when presented
with the distractor statements. Again, distractor statements
represented ideas that were consistent with the narrative, but
were not actually part of it. Determining ways to improve
listeners’ abilities to distinguish between distracting and true
information is especially relevant to building effective systems
of synthetically accelerated voice communications that can be
used in attentionally demanding environments.

The current results may have future applications for
coordinating the numerous communications between various
disaster relief organizations and municipal services, for
managing air traffic control centers, and for organizing
communications in Naval combat information centers. Once we
know the limits of human operators’ abilities to listen to
synthetically accelerated speech, we can begin to design
auditory display environments that capitalize upon strengths and
minimize weaknesses. The present study addresses two critical
areas of concern: the trainability of listening to synthetically
accelerated speech and the optimum acceleration rate for
comprehension performance. Future research seeks to enhance
the auditory display environment by presenting information in a
way that approximates how listeners more naturally perceive it,
that is, by employing auditory cues to specify communications
channels that are rendered in a virtual listening space.
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ABSTRACT

We explored the possibility of using ambient auditory display
in the context of sonification of water toxicity. We looked at the
existing work procedures carried out in an aquatic toXicity
laboratory and developed a design that could replace or
complement existing periodic visual monitoring of samples.
The design was further developed as an art-science installation
in a public exhibition in the Science Gallery in Dublin, Ireland,
where visitors experienced through hearing the life and death of
small aquatic crustaceans in real-time.

1. INTRODUCTION

With the proliferation of recent water contaminations in Ireland
[1], we set out to explore possibilities to contribute to the public
awareness of the underlying problems as well as to engage with
environmental scientists handling the day to day monitoring of
water quality in Ireland. The project reported in this paper is
mainly situated in the artistic domain, but with a direct
connection and potential for applications in science using
auditory display.

There have been several interesting contributions in the
ICAD community that have inspired our work. Cohen's Out to
Lunch system may be one of the first to create and ambient
auditory display [2][3] and Gaver, Smith and O’Shea’s ARKola
simulation also had ambient aspects [4].

Bly's work on multivariate mappings and auditory display
showed clear possibilities for scientific use [5]. Paine's Reeds
installation had both artistic and scientific dimensions and was
situated in a public space [6]. Sturm's sonification of ocean
buoys can be listened to both from a musical as well as
scientific perspective [7][8]. In previous work we, the authors,
have also explored auditory display at the boundary between art
and science [9][10][11].

2. BACKGROUND

After an open call for contributions from the Science Gallery in
Dublin in Ireland under the exhibition title Infectious, we
submitted a proposal for collaboration with Enterprise Ireland's
Aquatic Toxicity Laboratory (ATL) in Shannon, Co. Clare.
Over a couple of months, we visited the laboratory in Shannon
and learned about some of their methods for measuring and
monitoring the toxicity of water samples. One of the main
methods used is to use living organisms, Daphnia magna
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School of Art & Design
Limerick Institute of Technology,
Limerick, Ireland
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(hereafter called Daphnia). They are small, planktonic
crustaceans, between 0.2 and 5 mm in size. Daphnia are
members of the order Cladocera, and are one of several small
aquatic crustaceans commonly called water fleas because of
their saltatory swimming style. They live in various aquatic
environments ranging from freshwater lakes to ponds, streams
and rivers. These tiny crustaceans are very sensitive to their
environment and are also used in laboratory research for
analysis of water and soil toxicity. Because Daphnia may be
used to test the effects of toxins on an ecosystem, this makes
Daphnia an indicator species, particularly useful because of its
short lifespan (typically 1 to 3 months) and parthenogenetically
reproductive capabilities (they become mature in about 2 weeks
and can then produce offspring every ten days).

To test a sample for toxicity, varying amounts of the sample
is mixed with amounts of pure water with a small Daphnia
population. The population is then observed for some time to
check the mortality rate of the Daphnia. The toxicity is defined
as Lethal Concentration for 50% mortality (LC50).

In addition to the testing, the ATL has to breed and
maintain a healthy population of Daphnia under pure
conditions. The breeding and feeding has to be monitored to
assure that there always is sufficient supply of Daphnia
available.

Currently, the laboratory staff in Shannon monitor samples
by periodically visually inspecting beakers and counting the
number of live Daphnia, see Figure 1.

3. CONCEPT

In collaboration with the laboratory staff at ATL, we proposed
to use a simple web camera to monitor movement of Daphnia
magna in a beaker and to sonify the movement of the living
Daphnia as an ambient auditory display. The term ambient here
refers to the ideas of Mark Weiser and John Seely Brown, as
outlined in their paper on Calm Tehnology [12]. The advantage
with such a display would be that the staff wouldn't have to do
so many visual inspections and counts, and instead hearing in
the periphery of their awareness when the Daphnia population
deteriorated to a level when it would require more frequent and
detailed monitoring. The same technique could also be used for
monitoring the breeding of Daphnia.

We suggested using a simple mapping between the
Daphnia movement and audio. The field of view of the web
camera would be mapped to musical notes with the vertical
mapped to pitch and the horizontal to note duration. This was
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an intuitive choice, largely based on the saltatory movement of
Daphnia looking like an aquatic ballet. We could then use
different timbres to help the staff segregate between different
samples in progress at the same time.

This proposal for an exhibit at the Science Gallery in
Dublin was approved and we were commissioned to develop
this concept into an installation in a public gallery.

Figure 1: Water toxicity testing at the Aquatic Toxicity
Laboratory in Shannon, Co. Clare.

4. DESIGN

For the public exhibition we decided to use four containers with
living Daphnia. A web camera connected to an Apple iMac
computer running Pure Data with the Graphics Environment
for Multimedia (PD/GEM) monitored each container, see
Figure 2 and Figure 3. We designed and implemented a PD-
patch for capturing the video and using blob detection to track
the movement of Daphnia. The movement was then mapped
pitch pitch along the vertical axis and note duration along the
horizontal axis. For timbre, we chose a synthetic human singing
voice and the four containers mapped to the ranges of bass,
tenor, alto and soprano. As each container typically had ten
living Daphnia, this resulted in a complex choral polyphony.
Our metaphor behind this choice was ‘the budgie in the coal
mine’, i.e. alluding to that when the Daphnia die the singing
stops and when humans notice this, our own end may be nigh
unless we take immediate action.

As we could not use real and potentially toxic samples in
the exhibition, we reverted to using a substance used by the
ATL for calibration purposes, a solution of Lipopoly-
saccharides (LPS). When LPS was added to a container, a
proportion of the Daphnia population died. This was directly
reflected in the ambient auditory display as the number of notes
per minute and range of pitches used were reduced and
eventually stopped.

June 9-15, 2010, Washington, D.C, USA

Figure 2: Main PD/GEM patch

4.1. Installation

For the physical installation we were inspired by the look and
feel of the ATL in Shannon. We borrowed lab tables, glassware
and various props and configured the installation into four
stations, each with its own Petri-dish with Daphnia, video
camera and computer with our specially designed PD/GEM-
patches. We gave our exhibit the working title "Nobody leaves
'til the Daphnia Sing", and installed the equipment on the first
floor of the Science Gallery in Dublin. See Figure 4.

Figure 3: Web camera focused on a Petri-dish with
sample of Daphnia.
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Figure 4: Installation with four stations: bass, tenor, alto
and soprano.

4.2. Score

For the opening event in the gallery, we also created a live
human performance element. We received a spreadsheet with
data from actual water samples around Ireland that covered a
period of 18 years. We normalized the data and converted it
into MIDI and then further processed into a musical score, see
Figure 5. This score was given to our Softday Bacterial
Ensemble, four young musicians from the B.Sc. Programme in
Music, Media and Performance Technology in the Department
of Computer Science and Information Systems at the University
of Limerick. The score provided a framework for
improvisation, as the live performance was to be in conjunction
with the sounds coming from the live movements of Daphnia.
The tonality between the score and our computer vision to
sound algorithms was aligned to allow for an interesting and
unique musical experience.

Nobody Leaves 'till the Daphnia Sing

Figure 5: The first page of the musical score.
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5. EXHIBITION

On Saturday the 18th of April 2009, we premiered "Nobody
leaves 'til the Daphnia sing", as a live performance of a unique
multimedia sound art work, as part of the Infectious exhibition
at the Science Gallery, Trinity College, Dublin.

The computer generated music composition that the Sofiday
Bacterial Ensemble performed was constructed utilizing a
variety of Daphnia data sources. This composition formed the
basis for an improvisation between the human musicians and
the ambient auditory display of Daphnia populations.

After the opening event, the installation with the ambient
auditory display was open to the public until the 17th of July
2009. Over the three months, approximately 45,000 visitors
experienced the exhibition.

We didn't carry out any formal scientific evaluation of our
exhibit, but we received ample media coverage and
communications from visitors via email and phone calls. The
intense general interest may also have been due to that the
outbreak of A/HIN1 coincided with the exhibition — titled
Infectious.

6. DISCUSSION

Based on what exhibition visitors and staff informally told
us, and from discussions with staff at ATL in Shannon, it is
clear that this kind of ambient auditory display can be used for
a peripheral awareness about the health of multiple small
populations of Daphnia.

Originally we had planned to use a separate sound
reinforcement system in the Science Gallery, but during our
initial testing on-site we found that the built-in loudspeakers in
the Apple iMac computers were fully sufficient for this
particular exhibition environment.

While the use of synthesized human voices helped to
emphasize the relation between the health of Daphnia and
humans, if this kind of system would be further developed for
used in laboratory contexts similar to ATL in Shannon, other
timbres are likely to have to be explored for improving
segregation between auditory streams. It is also likely that
systems like this cannot be applied in all laboratories, as other
kinds of equipment may be using auditory display needing
more urgent attention. Still, it is interesting to note that
segregation between synthetic voices was quite good, probably
due to the physical constraints of a circular container being
viewed by a web camera with a rectangular field of vision. This
resulted in the probability being higher for mid-register and
medium duration notes being generated more often then very
low or high-pitched notes. The mappings in the extreme corners
of the camera’s view could never be triggered, see Figure 6.

It is unfortunately not possible to try this system in the ATL
in reality, as their certification and routines are based on
existing international conventions regarding the procedures for
measuring LC50, i.e. using periodic visual monitoring. To
introduce new procedures would require approval of a separate
and purely technical and scientific project.
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Figure 6: Web camera view of daphnia in container.

7. Technical Details

Our PD/GEM patches can be downloaded from
www.idc.ul.ie/mikael/hack/Softday Bacterial Ensemble.zip

Video of the performance and more information about the
exhibition and be found at www.softday.ie/nlutds/

8. ACKNOWLEDGMENTS

We would like to thank the following people for making this
work possible:

e  James Clancy, Kathleen O'Rourke and Robert Hernan
at Enterprise Ireland's Aquatic Toxicity Laboratory,
Shannon, Co. Clare.

e The Science Gallery, Trinity College, Dublin.

e  Our musicians, Aoife Caulfield (Violin), Maeve
Garvan (Piano), Michael Coen (Bass), Aaron Mulhall
(Drums).

e  Technical support: Giuseppe Torre, Colm
McGettrick, Darragh Pigott.

9. REFERENCES

[1] Lucey J. Water quality in ireland 2007 - 2008, key
indicators of the aquatic environment. Environmental
Protection Agency, Ireland, 2008.

[2] Cohen J. Monitoring Background Activities. In: Kramer G
Auditory Display: Sonification, Audification and Auditory
interfaces. Reading, MA, USA: Addison-Wesley
Publishing Company; 1994:499-532.

[3] Cohen J. Out to Lunch: Further adventures monitoring
background activity. In: Kramer G, Smith S ICAD'94.
Santa Fe: ICAD; 1994:15-20.

June 9-15, 2010, Washington, D.C, USA

[4] Gaver WW, Smith R, O'Shea T. Effective sounds in
complex systems: the ARKola simulation. In: CHI'91. New
Orleans, Louisiana, USA: ACM Press; 1991:85-90.

[5] Bly S. Multivariate Data Mappings. In: Kramer G Auditory
Display:  Sonification, Audification and Auditory
interfaces. Reading, MA, USA: Addison-Wesley
Publishing Company; 1994:405-416.

[6] Paine G. Reeds - a responsive sound installation. In: ICAD
2004. ICAD; 2004.

[71 Sturm B. L. Surf music: Sonification of ocean buoy
spectral data. In: Proceedings of ICAD 2002. ICAD;
2002:1-6.

[8] Sturm B. L. Ocean buoy spectral data sonification: research
update. In: Proceedings of ICAD 2003. ICAD; 2003:164-
165.

[9] Fernstrom M, Griffith N. LiteFoot - Auditory Display of
Footwork. In: ICAD. Glasgow: Springer-Verlag; 1998.

[10] Fernstrom M, Griffith N, Taylor S. BLIAIN LE
BAISTEACH - Sonifying a year with rain. In: ICAD.
Espoo, Finland: Laboratory of Acoustics and Audio Signal
Processing and the Telecommunications Software and
Multimedia  Laboratory, Helsinki ~ University  of
Technology,; 2001.

[11] Franco E, Griffith NJ, Fernstrom M. Issues for Designing a
flexible expressive audiovisual system for real-time
performance & composition. In: ICAD. Hamamatsu, Japan;
2004.

[12] Weiser M, Seely Brown J. Designing Calm Technology,
Xerox Park, December 21 1995. Available at
http://www.ubiq.com/hypertext/weiser/calmtech/calmtech.
htm

ICAD-140



The 16th International Conference on Auditory Display (ICAD-2010)

June 9-15, 2010, Washington, D.C, USA

THE ANCHOR MODEL OF MUSICAL CULTURE

Dr. Thomas Fritz
Max Planck Institute for Human Cognitive and
Brain Sciences,

Department of Neurophysics, Junior Research
Group Attention and Awareness
Stephanstrasse 1A, 04103 Leipzig
fritz@cbs.mpg.de

ABSTRACT

In a recent cross-cultural study with participants from an
autochthonous African population (Mafa) and Western
participants, it was shown that the recognition of several
emotional expressions (happy, sad, fearful) in music are
likely to be music universals [1]. The Mafa listeners (who
were naive to the Western music) were quite successful at
recognizing the emotional expressions in the Western
music, although their own music seems not to emphasize,
or even comprise this musical feature. Here 1 propose a
model, which is aimed at illustrating how different human
musical cultures intersect and “anchor” in a set of musical
features that are universally perceived, while also
displaying culturally acquired specifics (see Figure 2),
that accounts for the Mafa results. It explains also why
musical universals cannot simply be determined by
specifying the common denominator between the musical
features of all cultures, which may actually not exist.

1. INTRODUCTION

It is highly likely that the creation and experience of
music is in part furthered by an underlying universal
physiology of the human being, because it seems
plausible that some form of music has been invented by
all human cultures, past and present [2]. In order to
identify the physiological mechanisms at work it is useful
to determine which musical features are recognized
universally. ~ However, in order to investigate musical
universals, it is crucial to have a concept of what music
may be. This is challenging, because the design features
of music are variable and various [3], and the contexts
where music is involved differ to a great extent between
cultures [4]. Consequently, it is not trivial to agree on
what music is. For example many “native” cultures do not
even have a term for music at all [1], because it is an
integral part of various rituals. If one tried to name a
common denominator between what might be considered
music in all cultures of the earth, there might be nothing
at all besides possibly that it relates to some form of
organized sound. However, this does not imply that there
are no musical universals.
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The investigation of musical universals with Western
music stimuli requires participants who are completely
naive to Western music. Even individuals of non-Western
cultures who have only listened to Western music rarely,
and perhaps without paying explicit attention to the music
(e.g. while listening to the radio, or watching a movie) do
not qualify as participants because musical knowledge is
also acquired implicitly, and thus shaped even through
unattended listening experience [5]. However, since the
efforts of early pioneers such as Erich M. von Hornbostel
at the beginning of the last century, it has rarely been
attempted to investigate human individuals who were
completely naive to Western music. Unfortunately,
opportunities for intercultural comparisons between
individuals exposed to completely incongruent music
cultures are becoming increasingly rare, due to
globalization. Western music culture mainly spreads with
electricity supply (and thus the possibility to operate
radios) and Christianization (through Western Christian
song).

Evidence from intercultural and developmental studies
in humans suggests that relatively basic musical features
such as relative pitch, octave generalization, intervals
with simple ratios, and tonality are possibly music
universals (for a review see [6]). In a recent cross-cultural
study with participants from a native African population
(Mafa) and Western participants, Fritz et al. [1] showed
the intercultural ability to recognize three basic emotions
(happy, sad, scary/fearful) expressed in Western music
(Figure 1). This indicates that even the supposedly
complex musical feature emotional expression can be
recognized universally for several emotional expressions
in Western music. This is especially interesting for the
model proposed here (Figure 2), because the musical
expression of a variety of emotions like fearfulness and
sadness seems not to be intended by the Mafa, and
consequently they seemed to have recognized a putatively
universal musical feature, which is not part of their of
their own musical repertoire (their music cultural form).
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Therefore, the study by Fritz et al. [1] is described here in
greater detail. Both participant groups, the investigated
Mafa and the Germans were naive to the music of the
respective other culture. The Mafa are one of
approximately 250 ethnic groups that make up the
population of Cameroon. They are located in the Extreme
North, in the Mandara mountain range, where the more
remote Mafa settlements do not have electrical supply,
and are still inhabited by many individuals who pursue a
traditional lifestyle, some of whom have never been
exposed to Western music.

There have been previous investigations of the
recognition of emotional expressions conveyed by the
music of other cultures, but since the participants were
not completely naive to Western music, these studies
allowed conclusions about cultural specifics rather than
music universals [7-9]. The study by Fritz et al. was
designed to examine the recognition of three basic
emotions as expressed by Western music (happy, sad,
scary/fearful), using music pieces that had been used
previously to investigate the recognition of these
emotions in brain damaged patients [10-11]. Stimuli were
computer-generated piano music excerpts with durations
between 9-15 seconds, which were specifically designed
to express the emotions happy, sad, and scary/fearful
according to Western conventions such that they varied
with respect to mode, tempo, pitch range, tone density
and rhythmic regularity (download examples at
http://www.sendspace.com/file/0bl7ga). During the
experiment the music stimuli were presented from a CD
player and only audible to the participant over
headphones to avoid response biases through the
experimenter. The participants had to indicate which
facial expression from the Ekman archive (happy, sad,
scary) [12] fit best with the expression of each music
excerpt (forced choice).

The results showed that the Mafa recognized happy,
sad and scary/fearful Western musical excerpts above
chance (Figure 1), indicating that the expression of these
basic emotions in Western music can be recognized
universally.
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Figure 1. The figure shows the mean performance (M) in
percent for the recognition of each emotional expression
from the Ekman archive (above) in Western music
excerpts, chance level: 1/3 (*** p<0.001, ** p<0.05),
standard error (SEM), t-values (df = 20 for the Mafa
listeners and df = 19 for the Western listeners), figure
from Fritz et al. [1].

The expression of emotions is a basic feature of
Western music, and the capacity of music to convey
emotional expressions is often regarded as a prerequisite
to its appreciation in Western cultures. This is not
necessarily the case in non-Western music cultures, many
of which do not similarly emphasize emotional
expressivity, but may rather appreciate music for qualities
such as group coordination in rituals.

Although some of the data presented by Fritz et al. [1]
may be interpreted to corroborate the idea of music as a
medium to universally mediate emotion, a possible
absence of a variety of emotional expressions in Mafa
music would rather suggest a different interpretation. If
music were in its essence indeed a universal language of
emotions, how come Mafa music seems to not express a
comparable variety of emotions as occur in Western
music? The appropriate answer to this is that although
emotional expressions in music are perceived universally,
this may not be the principal function of music (as already
pointed out by Hanslick in his 1854 essay [13]). Despite
the observed wuniversals of emotional expression
recognition one should thus be careful to conjure the idea
of music as a universal language of emotion, which is
partly a legacy of the period of romanticism.
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2. THE ANCHOR MODEL OF MUSICAL
CULTURE
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Figure 2. Anchor model of musical culture.

The model (Figure 2) suggests that all music cultures
contain both music universals and cultural specifics. The
more two cultures share a music cultural influence, the
more their musical codes (music cultural forms) overlap.
It suggests that despite a universally shared understanding
of a partly common code (music universals) in which all
music cultures “anchor”, no music culture has
implemented the whole set of universal musical features
in its musical repertoire. Furthermore it shows how the
musical repertoires of two cultures can be “anchored” in
the set of music universals but do not overlap (the red and
green boxes).

The question arises, why the Mafa music does not
include a variety of emotional expressions like for
example sadness and scaryness/fearfulness if the Mafa
were capable of recognizing these expressions in the
Western music. The answer may be that the recognition
of emotional expression from music is not exclusively a
musical capability, but instead a capability that evolved as
an adaptation to a different challenge, and was then co-
opted for music. While emotional expression may be a
sub-category of the musical design feature a-referential
expressiveness [3, 14], this does not entail that the
capability for emotional expression processing is an
exclusively “musical” capability. Like the capability for
the production and perception of many other design
features of music, emotional expression processing is
probably a spin-off of one or several more general-
purpose mechanisms. It has even been argued that all the
so-called musical capabilities are such spin-offs, and that
human music may thus hardly be regarded a special

evolutionary adaptation [6].

The universal capability to identify emotional
expressions in Western music is presumably at least
partly due to the universal capability to recognize
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nonverbal patterns of emotional expressiveness [15] such
as emotional prosody. Emotional prosody has been
observed to be mimicked by Western music as a means of
emotional expression [16], and other findings indicate
that emotional prosody can be recognized universally
[17]. This interpretation is consistent with the notion that
similar emotion-specific acoustic cues are used to
communicate emotion in both speech and music [18-19].
The discussed findings thus demonstrate that music as a
means of emotional communicative expression, although
probably universal, had to be culturally discovered, and
probably transferred from a more general-purpose means
of communicative expression. Emotional expression is
clearly not a prerequisite for music. Music cultures may
have discovered and developed emotional expression in
music at some point, but this does not necessarily have to
be the case. In Western music, emotional expression is
possibly such a prominent feature, because Western
music is the result of a very long cultural integration
process, a common denominator between the many
musical cultures. This probably promotes the cultural
transmission of musical features that can universally be
understood. In more local cultures such as the traditional
Mafa culture, it is not necessary that the music is
understood by people from different cultural backrounds,
because the musical rituals are passed on to the following
generation along with a culturally learned semantic
imbuement.

The Anchor Model of Musical Culture (Figure 2)
provides a theoretical framework to discuss music cultural
intersection, and hopefully, to further our understanding
of what musical universals are, and how they relate to
musical culture.
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ABSTRACT

Following Marshal McLuhan’s perspective on mediaeagensions

of man[14], sonification for the generation of knowledge can be
regarded as an extension of our auditory sense toward pisyio
imperceptible properties of our environment. Investiggtour
own involvement from an ontological perspective allowsagen-
erate conceptual handles for the research, developmentsanof
tools for sonification and the implied extension of our phgki

body through technology. Based on the nature of our bodies as

mediators between the shared exterior and the individwetion,
a model of three problematic areas of our extended bodie®is p
sented: theognitive thephysicaland theextended

When we research, design and develop new applications andt

methods in sonification, we investigate the models and rhetap
used in each of these areas, but it is only whenusethe devel-
oped applications that we actually understand what patisntf
perception and exploration we are provided with. It is tfene
not sufficient to only build an exterior apparatus: The ed&zh
body is each of our own—each researcher and user of soruficati
develops an individual relationship to all affordancesvjated.

1. INTRODUCTION

Sonification has been defined as

The transformation of data relations into per-
ceived relations in an acoustic signal for the pur-
poses of facilitating communication and interpreta-
tion [1].

According to Thomas Hermann’s summary, research relatdueto
field of sonification is centered on the relationship betwdata

and sound: the mapping of data into schemes of sound systhesi

and interaction [9]. We are looking at an apparatus thabpers a
deterministic transformation of a quantified but imperd#ptphe-
nomenon into one which can be directly perceived. The riesult
modality, sound is well defined on a technical level: Oscillations
of pressure transmitted through solid, liquid or gas, cosepoof
frequencies within the range of human hearing. From this per
spective, sonification means the encoding of data into dudib
brations.

The demand operceived relationkiowever requires a quanti-
tative model of perception. Empirical approaches that cauige
a handle in this area can be found in the interdisciplinasgaech
field of auditory perception, for example psychoacoustl€,[au-
ditory scene analysis [17], music cognition [18], study b&pom-
ena ofpresencg§19]—or the environmental approach to sound per-
ception [12]. But the installment of quantifiable handleswdrat

occurs to us subjectively runs into problems from two dicets:
the dependence of perception on the subjective involveofahe
perceiver on one hand, and the ineffability of perceptuallitias
on the other.

From my own experience, | would like to highlight the active
role of the listener in the process of perception. In my waslaa
sound engineer striking perceptual changes seem to occem wh
my involvement and intention with the sound shifts. Listeni
from the perspective of the engaging performance of a marsici
the balance settings of the mixing console, the loudspeaiaer
jection, recreation of perceptual depth and space, impadth,
pressure etc. all make the sound occur in a noticeably difter
way. It becomes very evident that what Vigen forin a sound,
he expectation informed by our intentions, can changeeitsgp-
tion.

Secondly, our auditory experience can only insufficienty b
rendered into words, much less physical or arithmetic esgioms.

When we attempt to communicate and share our perceptions, we

seem to be confronted with a lucent but unapproachable reflm
qualia, ephemeral and fleeting impressions connected &yénh
or attributed layers of meaning that make up our consciops-ex
rience. The description of sound qualities often occursugh
synaesthetic and poetic metaphors, comparable to the walgwe
scribe the experiential qualities in a sip of wine. Whetherking
with a composer or as a sound engineer attempting discuss a sp
cific sound with a musician, the language used is often stigges
rather than precise, and harbors a constant danger ofglidlia
a situation comparable to the one described in Hans Chrisie
dersen’s "The Emperor’'s New Clothes”.

Both this quantitative ineffability of auditory perceptiand
the inherent openness b$tening "for” cause resistance to the
.intendend deterministic creation gferceived relationsshared
among different listeners, as these phenomena are hidolertfie
world shared among different individuals and reside in ttea af
internal and subjective cognitive processes. Before wameib
this specific problem, we would like to insert a more genexal e
cursion into the relationships between our perceptiongetsoof
reality and our cognitive approach toward the world we find- ou
selves in.

2. EXCURSION INTO THE NATURE OF
INVESTIGATION: MODELS

When botanists categorize plants, one possible questiaskads
for the physical structure of the plant—for example, thecttire
of its blossoms. This investigation produces so called ieflo
cence diagrams: Simplified representations assembledsinapes
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eyes, nose, et cetera—as parts of our physical body. But even
Rene Descartes, the philosopher known for his support of-a du
alistic separation of body/physical exterior and mines(extensa
andres cogitan} regarded sensing (sentire) already as a part of
thinking (cogitare) [6]. Models that describe our sensesasoa
passive receptors of stimuli from the exterior, but as a paour

mind and already implicating cognitive activity, are pesiva. In-
vestigating the nature and appearance of perceptualiiasR.L.
Gregory generated the model of a percephygiothesis generator
that receives input from three different directions [5]:

e bottom up: from the sensors in our body that are connected to
the physical environment

e top-down: from previous experience and accumulated knowl-
edge about the exterior world

e sideways: from being set for a task

Figure 1: Inflorescence Diagrams (source: Wikimedia)

Only one of the streams in this model enters this structama the

of clear geometric structure that afford formalization aatego- exterior world, while the other two information streams eneated
rization and can be described, stored, processed andtebess- by cognitive activity of the perceiver. Next to these thnepuits,
ily. this hypothesis generatdnas two outputs: on the one hand the

Interesting about the nature of these diagrams is the degreeappearance of conscious perception (qualia) and on the luinel
to which they depart from the actual shape and impressioheof t a behavioral action.

original plant. Sometimes, straight sticks and circlesgsent- More recently, cognitive models were developed in the afea o
ing the flower are enough for a satisfying circumscriptiancér- artificial intelligence and robotics research: From thespective
tain cases, curved structures need to be introduced totgetals of machines with intelligent behavior and environmentaheev
and leaves, or for a correct representation of the strudtsed. ness, the relationships betwemind, body, perceptionandaction

This requires decisions about the specific geometric shapd:u  have been framed into models efmbodied cognitiotthat can be

A human observer providing laest judgemertfor the shape used  traced back to philosopher Maurice Merleau-Ponty [8] ang- co
becomes apparent. The more life-like the representatiaihedf pjtive linguist George Lakoff [7]. Regarding cognition aper-
plant is required to be to remain accurate, the more undighti  ception as a distributed process in which the differentspairthe
elements appear in the diagram that forego a straightforwed- body are already actively involved is in elegant corresjgoice
eling of the representation for example by a computer. Aethe 19 the distributed sensing and actuator systems exchaiufiog
treme end of this continuum is the creative work of a humaistart  mation used in robotic design [3]. This in turn opens the path
capturing the essential elements of the plant’s structama ub-  toward the interpretation of our body as an extensible sirac
jective point of view—a representation that can no longesilga jnyolved in active perceptioras it can be found in the discourse
be recreated or processed. We have traversed a space frpiit sim  of post-humanism [4]. The act of perception is no longer iy

fied representations of complete quantitative transpgremeep- only cognitive activity, but in fact a senso-motoric loopetperfor-
resentations of perceptual accuracy that however relyesyniton mance of physical movements such as involuntary eye motions
subjective human perception. scanning across surfaces with the tips of one’s fingers. &ffes-

Simplified models are created to remove information from the tively dissolves the ontological distinctions betwemind, bodly,
appearance of the actual plant, allowing us to handle them fo  thinkingandaction
specific purpose—for example to classify them by blossomstr Before loosing focus in the appreciation of the power of this
ture. From this moment on, the plant is no longer regarded as angqe| to enable the emergence of complex self-regulatangsys
unique individual, it is handled according to a suiting siffitl that display intelligent behavior, we need to remind owsekthat
model chosen as its representation. This process, thatergear the focus of this presentation is the question what the ctispe
erally unaware of, allows us to access the world and to use the,,dels afford to us as participants in the design and userof so
structures we find for specific purposes according to a madchi  fication. An analysis of information flow in the cyberneticspo
model of reality that we infer: the metaphors we live by [7]éW  ,man perspective of our embodied cognition will not prevics
are replacing objects we find in our environment with simplifi i, 5 sufficiently reliable concept afubjectivity We have to in-
model_s constructed_ from structural elements that are adph sist on an approach toward the world that is based oBeingand
the attitude or question of our own approach. Caringfor the world when we are looking for answers to questions

such as:
3. MODELLING PERCEPTION What does a specific model afford us in our perceptual access
to the world through audible data relations? How does specifi

How can we find a model for our perception that we can use to Mmodel of cognition and perception allows us to address tugse
make the sonification apparatus more relevant to us? Thipeigh ~ With the apparatus we are constructing? What possiblerectan
ception, the exterior world becomes present to our thinking we take to enhance our own subjective attitude toward theskem
action. How can we describe the way in which perception trans mechanisms and the way we use them?
gresses the line between what we may describe as our exterior  The deconstruction of the subject is the necessary outcéme o
and interior worlds? We tend to view our sensory organs—ears empirical self-analysis, yet the questions we want to aersim-
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ply us as personal designers and users of sonification. We wil

therefore base our notion of subjectivity on a concegietonal
involvementand care that follows Heidegger's assertion thiée
existential purpose of Being is Caf2]. On this basis, we can re-
gard the sensimotor extension of our body provided by théison
cation apparatus as an expansion of@are for the worldowards
previously imperceptible relations in abstract data. Exignsion

is not exclusivelyoutwardshowever: the successful use of new
tools requires an extension into timerior, into our cognitive ap-
proach toward the world. We hope to make this perspectiveemor
transparent on a short expedition into the discourssrdfodied in-
teractionintroducing the different areas of teatended bodthat
are proposed here as an organizational strategy for théiduat
elements that sonification engages and the questions tghat be
implied in them.

4. ONTOLOGICAL APPROACH TO THE COGNITIVE
BODY

An example often cited in the context of "embodied intem@actiis
Heidegger's description of a shoemaker using a hammer ve dri
a nail into the heel of a shoe in order to repair it [11, 2]. A el
trained craftsman will be so versatile with the tool thatund-
tions like a part of his body, allowing the shoemaker to foliss
care completely on driving the nail into the heel without thingin
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Science philosopher Paul Feyerabend argues against formal
ized scientific methods and for an anarchistic use of alllalvkd
models in our access to knowledge [13]. Feyerabeeapistemo-
logical anarchycan inspire an extension of the concept oftise-
as of exterior objects to the metaphors we use in our cognitive
access to the world. If we allow the exterior world and ourghy
cal body to be used in our daily improvisatory performancky w
not care in a similar way for the cognitive and perceptualsoo
we use to approach the world? This is possible if we have ac-
cess from both of the ontological states we have describedeab
for the shoemaker's hammer: if we are able to construct Isleita
metaphorical models and then are also able consciouslynge a
apply these metaphors in the way we handle the world.

These necessarily condensed considerations motivate us to

separate three ontological regions or realmisazfythat will allow
us to build a structure into which we can organize the probt&n
areas within the field of sonification:

5. THE THREE REGIONS OF THE EXTENDED BODY

First, ourphysical bodyis the most obvious interface between our
interior and our exterior worlds, between what we perceg/bex
longing to ourselves and that which belongs to the extepace
that we share with others, or—as Heidegger describes itwedmst
the world and that which isotnot me [2]. The body is the medium

about how to handle the hammer. The hammer becomes part ofoy which we are connected to the exterior in perception atidrac

the shoemakers skilled arm, a transparent physical extetsihis
hand: the established in-order-to has become intuitivefamd-
iar through practice. A good hammer will enable the craftsma
to provide exactly the right transformation of the force réad by
the body and gravity to allow a maximum amount of control over
the nail. With the terminology of McLuhan, we could say ths t
material that the hammer consists of is becoming a mediuntéor
activity of the craftsman through itsse asa hammer [14]. When
the hammer breaks howevaersing-it-asa hammer is no longer
possible: Thecare is shifted toward fixing it, for which in turn
other tools might be applied.

Thus the hammer in this example can be in two different on-
tological states: it can be a part of the craftman’s exteriutsty
by which he approaches the exterior world to care for the stioe
be a part of the exterior world and itself a recipient of cdssing
somethingasallows us to extend our bodies dynamically by turn-
ing models and metaphors into media for our intentions amus
them in our improvisatory approach to the world. Paul Dduris
cites Suchman, who drew attention to the improvisatory neadfi
our moment-to-moment actions:

The sequential nature of action is not a formu-
laic outcome of abstract planning, but rather is an
improvised, ad hoc accomplishment, a moment-by-
moment response to immediate needs and the setting
in which it takes place [11] .

We are improvising our way through life, using the objects
around us as media for our intentions, depending on what e ne

to get done and what setting it occurs in. So much for the rela-

tionship between our physical body and its extension byrixte
objects. We would now like to extend this perspective to tkoelm

and the locus oéensimotor knowleddé5].

Secondly, in our daily lives, we use apparatuses that madify
extend our physical bodigproviding additional affordances in our
approach to the world: exterior objects we use as tools dowpto
a learned or developed scheme of action that extend oufanger
with the exterior world. Thesmediain the sense of McLuhan [14]
can provide extension to both the reach and capabilitiesrging
as well as behavioral action and ideally provide a successfu
pling between extended sensing and extended action.

Thirdly, in addition to this realm of external objects tha¢ w
use according to a metaphor to extend our body as media for our
action and perception, another realm of metaphorical ugerpa
can be found in oucognitive approach to the worlidhe sensory,
abstracting and behavioral capabilities we have madeadlaito
us. This third realm of body is differentiated from the pajen of
metaphors on the physical body and exterior objects: Itrizes
our capability to shift the nature of our cognition and petam,
changing our involvement with the world surrounding us: ip m
practice as a sound engineer, | learned to listen to nasim en-
gaging performance, a sound quality, a tight mix, a spedtsafi-
bution, a technical transmission, et cetera, all of whichespond
to different perspectives on tleidiblesound between which one
can change at will.

Perceptual effects caused by shifting cognitive modelsbean
observed in everyday life: an artwork may look quite differee-
fore and after we have listened to an art historian provideitis
context about its making and historic significance. The way w
drive a car might change drastically after we have attendréie
cal driving lesson. The carefulness by which we handle aepiéc
technological equipment might change after we learn hoveexp
sive it was. These effects can be attributed to the two civgriit-

els we use in our cognitive access to the world: the metaphorsputs to Gregory'siypothesis generatdb]. Some of the cognitive

underlying our actions that are not externalized into aifipatse
of our physical body or the objects we find in our environmeént,
that we use in outhinking about the world

models are obviously not accessible from the ontologices -
tive of detachmentfor example, we obviously have difficulties to
hear the audible vibrations produced by a person speakiogrin
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native tongue as anything blainguage However, we can for ex-
ample choose to listen anghy attentionto a specific person at
a cocktail party, or with some training choose to follow thela
voice in a string quartet recording.

There is a continuum between what is accessible to our con-
scious choice and will and that which we seem to be simply sub-

jected to—a grey area that is somewhat comparable to théneont
uum in the ontological status of external objects from beieg
tached from our body to becoming so familiar and integrated t
they effectively become transparent parts of it.

June 9-15, 2010, Washington, D.C, USA

allow our physical body to hear a sound and interact with adou
generating strategy in the most effective way? Maybe witt ge
tures? Many aspects of our bodies are involved in the waydsoun
occurs to us, most obviously the ear itself and its variougsiph
ological components, but also our shoulders and head shape t
sound by characteristic reflections and diffractions ddpgnon

its direction of arrival. These spatial cues can be disaiieeh the
sound reaches the cochlea through bone conduction, asnatder
sound, or is generated inside or at the body (such as wind-brea
ing at our outer ear), or otherwise bypasses shoulders, dedhd

The aspects of our cognition and perception which can both pinnae, for example by the use of headphones. Sound asiwibrat
be observed and consciously used in our approach to the worldmay also be detected through the skin by our tactile sensaulSi

constitute what we would like to describe as the third arethef

extended body: theognitive body It contains the analytical tools
we have at our disposal to access the world, the focus of ten-at
tion, learned schemes, models and thought structures thatw

use to voluntarily shape the way the world occurs to us.

We can expand theongitive bodyoy learning tesee-things-as
andconsider-things-gsor on the contrary, buy into the Zen ideal
of notseeing the worldssomething, and let the world occur to us
differently thereby. There is empowerment in keeping oundsi
flexible in the approach of something unknown, when we want
to learn about something unfamiliar. We may venture to ask if
Feyerabend’'s demand for epistemological anarchy shoakive
more attention in the education of the young.

Before moving back to the topic of sonification we would like
to summarize: Cognitive models available to our improvisat
behavior ofthinking can inform, influence and educate our per-
cpetion, abstraction and thereby our behavioral/physipptoach
toward the world.

6. THE EXTENDED BODY IN SONIFICATION

Regarding the field of sonification, we can now start to place
the different strategies under investigation into the ehrealms

of body and consider them in their dual ontological status as
metaphorical modelthat await construction and care andaedia

in use This may grant us a better overview of elements that play
a role in the application and use of sonification and thegriata-
tion. From the perspective of care, we can analyze the qumssti
that are relevant to each area. From the perspectivesefthe
three layers form an interconnected senso-motoric meciarei
that is ideally transparent to the data relations presene O the
scope of this presentation, we can only deliver a pointidlisol-
lection of possible considerations. The gentle readenigeid to
draw up a corresponding table for their own sonification aese
and development project.

6.1. Thephysical body

Our physical body appears (for example) as a biologicalsens
motoric system: It affords us with sensory reception andaieeh
ioral action. We are obviously highly experienced in its ase

a versatile medium for whatever it is we may be doing. In most
cases, our body in fact becomes transparent for our intentgav-

ing us unaware of how it is used specifically in the activitiesare
involved in.

When we regard the physical body in the ontological status
of arecipient of care we can analyze its audition-related aspects:
how can we describe the affordances of hearing and physitaha
in the most fitting way for what we plan to be doing? How can we

taneously, we can use physical movements that trigger, &edn
explore a sounding structure. What is the best ergonomigeran
of motion? Where are we most sensitive to changes, what are th
preconditions for the best motor control? Caring for ourgital
body in the context of sonification implies an investigata$mow

to best extend the relevant affordances toward the dateoiopadf
active perceptionHow does the aquisition and use of sensimotor
knowledge that is postulated by Noé operate?

Usingthese auditory affordances of our physiological body in
the ontological state of medium the perspective shifts. We are
no longer in contact with theoretical models of how our bosgly i
supposed to operate or with measurements and descripbons,
with what we as individuals can actively do to get in contaithw
the data relationswe would like to investigate or perceive. We
can make experiences, develop usage strategies, traiel\a@gsn
them, become better at it. We are becoming involved in an ac-
tive physical improvisation in order toear better We can change
the positioning of our ears—approaching the object engjttire
sound, using our hands to amplify or block the sound. We czm al
move our body to touch something, scan, trigger, move, @gan
etc. external objects to name only very few of the in fact innu
merable possibilities of how we can use our bodies in the ¢dsk
active listening While far from conclusive or complete, these con-
siderations may suffice to support that our physical bodiesch
more action-in-perceptiorfor the designer and the user of sonifi-
cation than the frequently implied model of listening to arst in
a passive position of sitting, and highlight the importasieof the
performance based on the approach of the individual listeae
often goes unconsidered and is replaced by an implied gaasiy
standardized model human.

6.2. The physical-extended body

The extended body contains all aspects of the external afysar
we are using with our physical body to get in perceptual atinta
with the data relations. These extensions catobés such as the
hammer in Heidegger's example, but they ideally extend fhe a
fordances of physicaensingas well as those ddction simulta-
neously. In the case of sonification, the extension of sgnisin
implemented wittaudible vibrations while the mode ofctionis

a free choice. On the one hand the creation of an environment
that enablesictionof a participant while producingudible vibra-
tionsimplies a suitable physicalisplay systemOn the other hand
the information encoded in the display targets cognitive body
According to McLuhan’s analysis that "the content of a medis
always another medium” [14], what is encoded in thaséible vi-
brationsconnecting the external apparatus to the physical body is
always in fact another medium: content that targets oudfreeto
perceive, the potentials of our cognitive body to focus amlare
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specific aspects and elements. Tage for the exterior sensimo-  But are these really the models and metaphors that are thoses

tor extension can therefore be split into the aspectiiggflayand the way we get involved with sound? Or do we only use them
encoding because we invested so much effort in working our cognitiag w
through them during our musical training?
6.2.1. Display For the context of media art, David Rokeby describesuige

) . . of an interactive computer installation as the developroéatbe-
In the carefor this area of the extended body, we can find an opti- et system about how the installation works [21]. In adogtthe

mization of the display infrastructure as well as its phgbgetup apparatus we explore and test as we attempt to extend our sen-
to target the senso-motoric capabilities of the body in tlestm  gjmetor knowledge into the realm of the physical-extendedyb
effecti\(e way. This can mean for example the design or choice | jke the Hammer in Heidegger's description, we have theitghil

of equipment such as loudspeakers, headphones, convanirs  t, hecome so familiar with this extension that it in fact bees
amplifiers, video screens, projectors and interactionagsyier- invisible in our use, but this use of the tool or apparatustsomly
gonomic considerations in the setup, the choice and treutofe dependent on its own making and structure and the stratégies

the room, the removal of unwanted sound sources. What fréyue it externalizes, but also on the purpose and context of is Gsir
range can our ears pick up? What is involved in making a 3D expertise and training grows every time we engage the afpysara
screen that avoids the sense of nausea? Is the table we haeelpl o \what we are involved in. Do we understand how to use thk too

the tangible interface elements on too large or too small? well? Is this tool the right one given our way of thinking abou
the problem and the context we are using it in? Is it us who do
6.2.2. Encoding not understand how to use the apparatus properly, or is th&-ap

ratus not suitable for what we are trying to achieve? Do | need
to change my cognitive approach, or are there problems Wwéh t
way the display addresses my physical body, or with the encod
ing strategy used? What affordances do | have with my cagniti
and physical bodies in relation to this apparatus? Whatretsnt
or functions would it need in order to be more suitable to what
we are trying to do? These and other considerations hightigh
interconnectedness of all three areas of the extended boaisei.
Once we start to use the tool we have been building, the pdiysic
body, it's technological extension and the cognitive boggear in
the shape of a tunnel that we orient and apply toward whateis
want to get done: Perception of data relations through sdiond
example.

Also in the physical-extended body, we find the transforomati
and modeling of the data relations into audible vibratigassibly
mediated by physical interaction of the participant. Theuhéng
vibrations are designed to target our auditory perceptisdiated
through the physical display setup and our own physiology.

The strategies of mapping and modeling in the processes of
sound generation in the external apparatus as well as thaptb
affordances of interaction and display are of special @gein the
design of theextended bodwnd a central concern to design of
sonification tools. They can in fact be regarded as a mirraigien
of our owncognitive bodyof auditory perception: our concepts of
what we supposedly can actualigar and distinguish by listening
what we consider to beelevant features of sountthat allow us
perceive data relations most clearlfhe sound generation strategy
implies the cognitive model we expect to apply when we listen 6.3. The cognitive body

A popular model of auditory perception found in this context

is listening for pitch. Other models of auditory cognitiore dor The cognitive body allows us to choose to a certain degre¢ wha
example derived from the field of music cognition: meter tiiny, we hear sounds as How can we train and expand this ability?
harmony. The strategy of auditory icons employs a model of How can we make the apparatus usable from as many cognitive
environmental perception placing relevance on metapabréd- perspectives as possible and how can we communicate these pe
erences to objects found in the physical environment [12]. | Spectives to a possible user? Can we expand any of thesesaspec
other fields, auditory perception is seen under the modeegf s  through education about the sound generation, music thely
regated streams: our capability to distinguish differémiustane- analysis, or ear training of technical or musical oriemwta® What
ously sounding sources of audible vibrations in our envirent strategies could we be educated in that could later be us#ttin

and to pay selective attention to them [17]. In my own work ex- context of the sound generation strategies implementeloeirex-
perimental work | regarded the auditory body as a receivém-of  ternalized apparatus? In Thomas Hermann's approach to IMode
formation quanta in the form of sine waves accumulating atte Based Sonification for example, the quality of the sound imse
ditive spectra [20]. Examples of strategies that are atteithto the of the quantities of pitch, timbre, amplitude that are udasjets
cognitive body of auditory perception include: for parametric mapping become secondary consideratidretod-
havior of a sound-producing data-structured physical mfgje

* Frequency/Pitch This seems to resonate with Gibson’s concetirgct perception

e Amplitude/Volume [10]. So what is the best attitude a listener should appréiaese

e Tonality/Harmony sounds with?

e Rhythm, Meter Contributing fc_)rm my own experience as a s_o_und engineer
. once more, a music production is most successful if it workalb

e Timbre relevant cognitive perspectives, if there are many differgays

e FFT/Spectral composition of listening and all of them deliver a rich and rewarding expe

e Expectation/Form ence, none reveal striking flaws: Frequency compositionadc

range, the creation of spatial depth or width, pressuresepree,
) transparency and artifacts of data compression are amemgdre
e Stream Segregation quantifiable aspects. But there are others that can onlydessed
e Intuitive impression of physical process modeled through subjective and intuitive criteria that quickly rsteo pre-

e Localization
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clude quantitative evaluation—the quality of the captuirestru- From this perspective it becomes possible to shed light en th
mental performance or electronic sound, engagement, alifgic relationship betweesonificationand art, which continues to be
expressivity, etc cetera. Each form of listening impliesfeecent an area of much confusion.
internal attitude of the listener.

What seems of greatest importance is filrkedom of the Ii_s- 8. CONTEXTUAL EXCURSION: EXPRESSION,
tener to apply all areas of his extended body to the explonatif NARRATIVE AND THE COGNITIVE BODY OF
the sound in an improvisatorial manneshifting between as many LISTENING

different cognitive tools along the way as possible, in otdelis-
cover the best position of the extended body that allowsldarest

. . . : Sonification implies that we as participating listenersiarerested
listening perspective on threlationsto be represented by sound.

in the data underlying the auditory representation: thenddae-
comes part of a medium the data is observed through.

7. SUMMARY Often, the wordsonificationis used in contexts in which the
sound is related to or generated from non-musical data,Haut t
The apparatus of sonification is accessible from two diffeper- connection between tigerceived relationand the data they were

spectives: its design or enhancement, and its use. Shitimg created from remains a mere suggestion: The transformétion
care toward design and enhancement of the apparatus bhiegs t €ngaged as an inspirational element of a narrative, sudfeaaig-
metaphorical handles of each area to the foreground. Insigs u 9estion of a specific place or the evocation of an invisiblenagi-
on the other hand, the apparatus becomes a medium extendging o nary structure. The interest is diverted from the invesiigeof the
auditory perception toward the relations found in the dagsane ~ @ctual phenomenon that produced the data into a narratastisf

investigating. Our improvisational skill in each area oé thody tic expression. In the cultural context of audio-art and imuse
involved can now be explored, experienced, trained. interest of the listener that theXtended bodis oriented towards

in order tohear bettet becomes the expression of an artist or an
o artistic collaboration, or the inner imagery that is evolsdthe
7.1. Organizing the metaphors sounds but contributed by the listener: due to the diffenatire

Th del of thextended bodwith its th . b of intentional involvement, the origin and structure ofalatcurs
€ mﬁ I? ?] wr?? Xhet?] € ; gl y;/; tlhs t tqueedregilo:s ﬁgn € S?enni to the participating listener with an essentially differparceptual
as a sheft o ch the problems that the design and use of Sont ., 46 pfaesthetic appreciatian

flcatl'on |mp||e_s can be organized and seen in overview. Téais c Gustav Holst's 1916 composition "The Planets” is an orches-
provide us with better access to what is needed for a suctessf o . . o .
tral suite in which the listener’s interest is not the retaileof

tran_T_I: tion of_tqatabreéatlonts \ nto perc_zlvedt_ relatlobns " knowledge about celestial bodies of our solar system, leg¢hse
ecognitive bodycontains considerations about our percep- being absorbed and entertained by an imaginary dramartian

:uall( ap_prota;:_h to s:ur;]d,t how Ilgllst |nf|uenhced t:y beﬁﬁer;encz andtive based on an astrological interpretation of charaet#ributed
ask orientation and what possibIiities we have o both Bz to each of the planets. In musicology, this genre of musib it

c_iynar_mcally _shlft_between the Q|ﬁerent Cogf."“".e invavents in suggestegrogramthat serves as a launch pad for the interior im-
listening. This will allow us to find better criteria for theadels agery of the audience is callpdogram musicOther examples in-
we use for encoding data into vibrations through interacimnside clude Beethoven's "Pastorale”, Berlioz' "Symphonie Fatigue”
the appargtus. . ) or Richard Strauf3 "Alpine Symphony”.

Focusmg_on thep_hysmal bodya_l!o_ws us to cons!der th? af- More contemporary interpretations of program music that ar
fordanc_es of its sensimotor capabilities for exploratiod active sometimes regarded asnificationcan for example be found in
perception. . i ) . Alvin Lucier's piece "Panorama” of 1993, in which a Trombone
_ Thephysical-extended bodinally is the locus for considera-  5ces the outline of an alpine mountain range by slidingiglo
tions about the design of the display system and the impl&men  icro-tonal intervals. While it might be possible to indeedrace
tion of modeling, mapping and interaction used in order @reéss e mountain range from listening to the piece, it can havdlgaid

the physical and cognitive bodies most efficiently. that the listener will have any interest in learning moretghbe
alps or the mountains through this mediation of elevatiora da
7.2. Using the medium the interest of the audience is captured by intricate bgaiat-

terns resulting from the microtonal glissandos againsptéals
Shifting our consideration towards the mediinrusewe enter our of the simultaneously ringing chords of the piano—whilebiuar
models from the perspective of each of our own bodies, fran th ing a mental image of the alpine skyline. Albeit a very poetic
perspective of our individual subjectivity. Ideally, thpparatus experience generated through a composition method infblyge
will become a transparent medium: moving the apparatusauith physical properties of sound, the implied involvement & lis-
own motoric skills and sensing the responses, we createpaooo  tener is nevertheless akin to imagining planets spinningpice
active perception that ideally extends our ability to apgitothe while listening to the powerful orchestral textures of Gudtolst.

world. Thedataare not a point of investigation: their origin is taken as a
However carefully we design the apparatus, rtlationsare source of poetic imagery that is projected ontopkeceived rela-
invisible from the perspective afare anddetachment they only tions which constitute, together with the visual impression & th
appear in the use of the implemented appar&usonification trombonist and the pianist, @esthetic experience
This use is each of our own responsibility - every person can Neither the composer, not the performers or the audience are
choose to actively improvise in order to hear fherceptual re- sincerely interested in extending their auditory world esscto-
lations better, or approach the environment and their life in any wards relations in the underlying data structuyekindthe sounds,
other way they see fit. which would be the purpose of becoming involved in sonifaati
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under the perspective we have laid out in the previous sectib
this article.

Without intending to offend my dearest friends and colleagu
the works ofsonificationin which environmental, climatological,
demographic, geophysical data are not used to learn ab®unth
derlying phenomena but as a narrative reference within tegbof
an aesthetic strategy can form a long list. The interepenceived
relationsis shifted towards an interest gfounding good(almost)
like musicor fascinating—in some instances it can even be said
that these relations do not matter at all but are in fact osgdias
a reminder of the context of the data and their origin. If ssse
ful, the aesthetic experience achieved can justify thiseggh - in
less successful cases, the participating listeners gek between
being unable to read patterns and structures from the sobiid w
not being able to enjoy it asusiceither. The audience is then lead
into a confusing space tad sounding suggestion

On the other hand artistic, creative and expressive esgerti
and sensibility DO have a strong purpose in sonification:hin t
cognitive models a listener can apply to approach soundghwhi
are largely inaccessible to quantitative description. His tirea
artistic practice, as cognitive body regarding the creation and
interpretation of meaning through sounid in fact an indispens-
able aspect of the extended body. It can inform both theegfied
implemented in the external apparatus as well as in the lgbssi
ities of how to listen The sound-design strategy, the effective
mapping of parameters or assembly of rendering models ¢an al
benefit greatly from an access to the palpable expressivanpot
tials of sound structures that may otherwise be the subjeat o
music composition or production, in a similar way in whicle th
accurate representation of a plant may require subjectivean
judgement. This contribution does not require the composer
artist to work withdatahowever. For an accessnew ways of lis-
tening it may for example be revealing to investigate the work of
composers of the classic modern period such as Schaefbek-St
hausen and Xenakis who approached technological creatidn a
modification of sound with the intention of creating new hest
strategies [22, 23, 24]. Sound Art is a necessary activity @
perience both to gain deeper access to the potentials ofingean
encoded in sound, and to advance the openness of listerrig "f

9. CONCLUSION

| hope it became transparent that from the perspectiyefonal
involvemenin the care for and use of sonification, the contribu-
tion of musicians, artists, composers et cetera is not shimitte
area of creatingesthetic experiences related to dakaut in the
expansion of cognitive models available to the activelyarkm

listener These conscious strategies to approach the perception of

sound are in turn implemented, as mirror images, in the engod
of data occuring in the sonification apparatus: it is theviulial
listener who has to adopt this extension as his or her own-in or
der tolisten to audible data relationst needs tdit the listener’s
cognitive and physical body. This generates questionstbahay
ask ourselves when we get involved with sonificiation:

As a researcher, developer and creator of sonification,tools
the question becomes: How can | enable the listener to takerbe
care for the perception cfudible data relationghat he or she is
involved in?

As alistener, the question is: How can | use all tools avéglab
to me in order tdhear bette?

June 9-15, 2010, Washington, D.C, USA

What | have attempted in this article is to create a frame-
work of conceptual analysis to support us in extending oudli-au
tory sense toward structures in our environment that areraike
imperceptible.

| firmly believe that we are in the process of scratching the
surface of what we are actually able to hear.
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ABSTRACT

This paper presents the results of a user-based
evaluation of localization accuracy, distance perception
as well as room size perception for headphone and
loudspeaker based auditory displays. A total of 50
participants listened to four auditory scenes created with
VRSonic’s VibeStation application. Each scene was
rendered using two methods: loudspeaker panning over
a 5.0 loudspeaker array and headphone-based spatial
sound reproduction using Head Related Transfer
Functions (HRTFs). The four scenes were designed to
each test a specific aspect of spatial hearing. Scene 1
tested for localization of fixed sources. Scene 2 was
used to examine room size perception. Scene 3 was used
to test distance perception and Scene 4 tested for
localization of moving sources and listener. The
participants responded to questions related to the
location of each sound they heard as well as transitions
between two room sizes and free field. The results of the
current study show that the system setup including
hardware and software performs as expected and offers
a user-friendly way for virtual audio simulation.

1. INTRODUCTION

Virtual auditory displays deal with simulating real world
audio experiences [1-3]. Perceiving an auditory event in
the real world entails integrating information about both
the event itself and its location with respect to the
listener. The ability to perceive the spatial location of a
virtual sound source entails recreating monaural and
binaural cues, and spectral modifications to the acoustic
signal reaching a listener [4]. This can be done either
through headphone-based spatial sound reproduction
using Head Related Transfer Functions (HRTFs) or
through multi-loudspeaker panning techniques [5-7].
Head-related Transfer Functions (HRTFs) describe
how an auditory event is heard at the human’s eardrum
[8]. HRTF measurement is an intrusive and time-
consuming process and entails playing sounds from
designated locations, while recording the sounds using

Hesham Fouad

VRSonic,
USA

hfouad@vrsonic.com

tiny microphones placed inside listener’s ears.
Individualized recordings of HRTFs are thought to
substantially enhance the human’s ability to judge sound
locations especially when using headphone-based spatial
sound reproduction [4]. Due to the complexity of HRTF
recording for individual subjects, different catalogues
that store HRTF recordings for multiple subjects have
been developed; these include AUDIS [9], CIPIC [10],
and LISTEN [11].

This paper provides the results of user-based
evaluation of sound fields simulated using headphone-
based spatial sound reproduction and loudspeaker
panning techniques. The objective of the study was to
compare subjects’ localization accuracy, distance
perception, and space perception with sound fields
simulated using both these approaches as well as to test
the capability of the software environment.

2. BACKGROUND

As aforementioned, spatial audio technology simulates
cues that are naturally present and enable listeners to
locate sounds in the real world. More specifically,
humans perceive sound location in three dimensions;
azimuth, elevation, and distance.

Interaural time and intensity differences (ITD and
IID) are used for localizing a sound source’s angular
position (azimuth). Interaural cues are based on the
relative difference between wave fronts at the two ears
on the horizontal plane [5, 12]. IID and ITD, do not
however provide sufficient information for a listener to
disambiguate between source positions in the frontal
hemisphere and corresponding positions in the rear
hemisphere. This is because IID and ITD values are
identical for a given position in one hemisphere and its
reflected position in the other (“cone of confusion™).

The human pinnae provide spectral modifications to
the acoustic signals that aid in both disambiguating front
and back sources as well as elevation judgment with
respect to the median plane [13]. The spectral
modifications resulting from pinnae folds produce a
unique set of micro-time delays, resonances, and
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diffractions that translate into a unique descriptor for
each sound source position in the median plane [4].
These spectral modifications are particularly important
for modeling the HRTF of a listener.

The intensity of a sound source is the most
prominent distance cue in anechoic environments (or
with familiar sounds) [14, 15]. The intensity of a sound
is inversely proportional to the squared distance from
the sound source. In reverberant environments the ratio
of reflected to direct sound plays an important role for
distance perception [5], this ratio creates perceptual
differences in the sound quality that depend on source
distance [15].

HRTF-based spatial audio reproduction deals with
modeling the acoustic signal modifications resulting
from a listener’s head, torso, and pinnea reflections.
HRTF measurements entail placing tiny microphones
inside the listener’s ear canal. Then sounds are played
from an array of loudspeakers precisely placed at known
locations around the listener [16]. When the sounds are
played, examining the spectral difference between the
known played sound and the sound recorded by the
microphones enables the extraction of the modifications
that are wunique to the listener. These spectral
modifications are then stored and can be used to play
sounds to a listener. It is important to note that the
proper choice of HRTF is crucial to truly simulate sound
source positions. For example using a non-good sound
localizer HRTF can worsen that of a naturally good
sound localizer [17].

HRTF-based sound reproduction is best if
individualized HRTFs are used. In one study it was
found that localization accuracy using headphones (and
individualized HRTFs) resulted in comparable
performance to free field listening (i.e., localization blur
of about 5-10 degrees), nevertheless the rate of front-
back confusions increased from 6% to 11% and
elevation judgments became less defined [18]. Using
non-individualized HRTFs, ITD and IIDs are
synthesized but some spectral information is distorted,
which leads to ambiguous elevation judgments and
increased front-back errors [19].

The other approach used for sound field simulation
is the use of free field loudspeaker arrays with either
amplitude panning or wave field synthesis approaches.
Loudspeakers strategically placed around a listener can
be used to simulate the angular location of a sound
source by manipulating the signals being played over
loudspeakers. Panning approaches simply scale the
amplitude of a sound signal presented over two (2D
arrays) or three (3D arrays) loudspeakers to give the
impression of a positional source. Most surround sound
implementations utilize this approach. The other
approach, wave field synthesis, attempts to recreate the
incident wave front of a source at the listener using a
large number of loudspeakers arranged in a line-array

June 9-15, 2010, Washington, D.C, USA

configuration. This approach, while producing good
results, requires a very large number of loudspeakers to
be effective.

3. METHOD
3.1. Participants

A total of 50 subjects participated in the listening tests,
13 females and 37 males. The minimum age was 18; the
maximum age was 50 with a mean value of 29.5 years.
Table 1 shows how frequently subjects use headphones.

Daily  Several Several Seldom,
times a times a never
week month
9 15 18 8 Number
of subjects

Table 1. User headphone usage routine.

3.2. Apparatus

The experimental setup consisted of a usual desktop
computer equipped with a Creative Audigy sound card
and an external TerraTec Aueron 5.1 MK II USB sound
card providing 6-channel analog outputs. The
loudspeaker display consisted of 5 loudspeakers
positioned in a typical surround sound configuration:
front-left, center, front-right, surround left and surround
right similarly to Fig.2. The JIMLAB CC700 was used
for center speaker and four Chorus 707 speakers for the
rest. All five are 2-way bass-reflex systems with a
frequency response of about 60 Hz to 22 kHz. The
analog outputs of the TerraTec sound card were
connected to the external inputs of a DENON AVR-
3805 home theater receiver. The listening room was a
nearly empty, large rectangle room with an average
reverberation time of 0,8 sec. Subjects were instructed to
keep their head still during the listening tests.

Figure 1. VibeStation application with audio pipeline
editor displayed.

ICAD-154



The 16th International Conference on Auditory Display (ICAD-2010)

Headphone playback was done over a pair of
AudioTechnica ATH-D40fs circumaural headphones
connected directly to the computer’s audio card.

The simulated sound fields were created using
VRSonic’s VibeStudio Designer software suite [20].
VibeStudio Designer consists of the VibeStation
application for spatial audio scene design and the
Profiler application for HRTF selection based on a best-
fit selection method [12]. VibeStation is capable of
rendering scenes over 2, 4, 5 and 7 loudspeakers and
over headphones using binaural synthesis with HRTFs.
Larger loudspeaker arrays (up to 48 loudspeakers) can
also be supported with the addition of a SoundSim Rack
external rendering appliance that interfaces with the
VibeStudio applicaton. The software allows users to
configure the audio rendering pipeline by including and
excluding processing stages in the audio pipeline and by
selecting rendering algorithms for loudspeaker panning
(Fig. 1).

The Profiler application guides the user through a
selection process that results in a stored listener profile.
Listener profiles specify the user’s interaural distance,
head tracker offsets and HRTF dataset selection. By
default the program provides 7 HRTF datasets from the
CIPIC and LISTEN catalogues. These include CIPIC
subjects 3, 8, 9, 10, and 11; LISTEN subject 3 and a
generalized HRTF dataset. The full CIPIC and LISTEN
catalogues can be downloaded resulting in 97 HRTF
datasets that can be selected.

Rendered scenes can be recorded for later playback
and editing as either a single, multichannel audio file or
multiple, single channel audio files. The stereo single
file format is well suited for playback over headphones
or sterco loudspeaker setups without running the
software. Multichannel playback, however, can be
realized only while running the software with the
appropriate loudspeaker setup.

3.3. Experimental Design

For the listening tests we created four scenes using the
VibeStation application. The scenes were rendered over
both headphones and loudspeakers at approximately the
same loudness. Each participant was presented with both
playback methods and the results were compared. For
the 5.0 loudspeaker display we selected the Vector
Based Amplitude Panning (VBAP) loudspeaker-panning
algorithm. For the headphone display we selected the
CIPIC “subject 3” HRTF dataset.

Scene 1 used the sound of a ringing telephone.
Source locations were positioned 45 degrees around the
virtual listener’s head (Fig. 2). The playback order was
randomized in 6 seconds intervals. The task was to
identify the source locations.

June 9-15, 2010, Washington, D.C, USA

Figure 2. Sound source locations for scene 1. FL,
FRONT, FR, BL and BR are also actual loudspeaker
positions.

Scene 2 used looped music as the virtual listener
moves in the sound field from the free field into a
smaller room, then again into the free field and finally
into a larger room. The task was to detect the transitions
and to estimate room size (which one is small and big).
The smaller room was set to 15 x 4.5 x 2 meters whilst
the bigger one was set to 20 x 20 x 10 meters, but all
other parameters were the same (perfect reflectors
material).

Scene 3 used the sound of a honk of a car in front of
the listener. The distance first was simulated 40 meters
(100%) then it was decreased to 20 meters (50%) and
again to 10 meters (25%). The task was to detect that the
distance was decreased to the half every time. Finally,
we asked the subjects to make a raw estimate in meters.

A Y 'S
P

PD L 2 N

A 4
v

N
N

1 2 3 4

Figure 3. Set of possible trajectories. P indicates the
listener's position.

Scene 4 included a trajectory of a flying object. For
5.0 loudspeaker playback we used the sound of a
helicopter, for headphone playback we used the sound
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of an airplane. The task was to select the proper
trajectory from a set of four different possibilities as
shown in Fig 3.

3.4. Experiment Procedure

Prior to the start of an evaluation session, each
participant completed an informed consent and a
demographics questionnaire. A detailed explanation of
the measurement process was given. Each subject
listened first to scene 1 using randomized presentation
order of sound sources. This was followed by scenes 2
to 4. After each scene questions were answered referring
to that scene. The measurement was about 30 minutes.
Measurements with the loudspeaker setup were executed
in the university laboratory at a later time. The same 50
subjects participated in this test.

3.5. Evaluation

3.5.1.  Headphone Playback

Scene 1

Table 2 summarizes the results of subjects’ localization
accuracy with the headphone rendering of Scene 1. The
diagonal indicates correct answers. There are no left-
right reversals but front-back reversals are frequent.
Front-back reversals are one of the main problems in
virtual and sometimes in real life localization [21, 22]
This is also present on the sides where, for example,
front-left is confused with back-left. Subjects often
described back sources as frontal sources with lower
loudness level.

% Front FR Right RB Back BL Left FL

Front 80 8 43 4
FR 12 52 21 20 2

Right 34 69 19
RB 6 10 61 2

Back 4 53
BL 61 14 18
Left 16 66 24
FL 4 23 20 54

Table 2. Results of Scene 1 with headphone playback.
Compare with Table 3.

Scene 2

The recognition of spatial properties was nearly perfect,
only 3 subjects failed. Both the transitions as well the
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room size estimation were easy tasks for the subjects.
Only 6 people thought that the first room would be
bigger. These decisions were based on the simulated
reverberations. Because both rooms were highly
reflective environments (metal-like), the differences
between transitions were easy to detect. Setting different
room sizes or materials to create smaller differences in
reflections could result in larger errors.

Scene 3

The first drop (from 40 to 20 meters) in the distance was
detected correctly by 75% of the participants, while the
second drop (from 20 to 10 meters) was detected
correctly by only 62% of the participants. We expected
that the estimation of the distance in meters would result
in a wide range of numbers. The task was to estimate the
middle source position that is simulated at a distance of
20 meters. About 30% could give a relatively good
estimation of the distance, 50% estimated the distance as
being further than it was (50-100 m) and 20% estimated
the distance to be closer than 5 meters. This result is
expected as distance perception depends on a variety of
cues including familiarity with a sound, the ratio of
direct to reverberant energy reaching the listener, and
spectral changes to the source. In this scenario the only
cue present for detecting distance was spreading loss.

Scene 4

The best performing simulated trajectory was number 2
(Fig. 3), 82% detected it correctly. Subjects were
allowed to listen to the sound three times. The mean
value for the number of auditions was however only
two. We observed that people who seldom or never use
headphones needed three auditions. In case of incorrect
localization, subjects usually guessed trajectory 3.

In general, younger people (20-27 years of age) and
frequent headphone users were better almost in every
task. Only in front-back confusions are results
independent from gender, age or headphone user
routine.

For test with personalized HRTF we had only 10
subjects. Personalization means setting the head
diameter and physical properties for a better interaural
time difference simulation using the Profiler application.
The HRTF used in these conditions was the same as
before (subject 3 of the CIPIC database). Seven subjects
had the same results with and without personalization.
One had worse and two had better results with
personalization (decreased rate of front-back confusion).
These results are only informal due to the small number
of participants.
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3.5.2.  Loudspeaker playback
Scene 1

% Front FR Right RB Back BL Left FL
Front 86 8 14
FR 9 78 25
Right 14 66 14
RB 9 74 20
Back 12 66 15
BL 14 76 21
Left 9 65 11
FL 5 14 75

Table 3. Results of Scene 1 with loudspeaker
playback. Compare with Table 2.

Results were overall better for loudspeaker playback
compared to headphone listening. It was very helpful
that the physical positions of the loudspeakers were
identical to the simulated virtual directions in five cases,
and sound was only transmitted from the actual
loudspeaker (Fig. 2.). In the three cases where the
virtual source did not coincide with a loudspeaker
position, the virtual sound source was created by two
loudspeakers (LEFT, RIGHT, BACK). Front-back
confusion disappeared, a symmetrical diagonal can be
seen in Table 3. Correct judgments are around 65-86%.
In case of localization errors subjects mentioned one of
the closest virtual positions. This fact is reflected by the
diagonal of Table 3. (e.g if the simulated source was FR,
incorrect answers included only FRONT and/or
RIGHT).

Scene 2

Surprisingly, in Scene 2 the results for loudspeaker
playback were the same as headphone playback: only 3
subjects failed to detect the transitions, and only 5
subjects failed to detect the correct room size. We have
to take into account that the listening room play a
significant role and different listening rooms could
result is different results.

Scene 3

The first drop (from 40 to 20 meters) in the distance
was detected correctly by 76%, the second (from 20 to
10 meters) only by 65%. About 18% could give a
relatively good estimation. 54% of the rest estimated it
too far (50-100 m) and 28% estimated it closer than 5
meters. This is almost the same as by headphone
playback.
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Scene 4

Subjects performed best with simulated trajectory
number 3 (Fig.2.). 74% of the subjects detected it
correctly, this is slightly worse than the headphone
playback condition. It was helpful that sounds from
behind come actually from real loudspeakers behind the
listener. Subjects could listen to the sound three times
and the mean value for the number of auditions was
again two.

In general, younger people (20-25 years of age) are
better almost in every task. It is important, how the
loudspeakers are positioned and what kind of virtual
source directions will be simulated. Front-back
confusion is not present, mainly due to the center
loudspeaker. It seems to be a good idea to use a center
speaker. Listeners suggested that room size detection
was easier via headphones, maybe due to the listening
room properties during loudspeaker playback.

4. DISCUSSION AND CONCLUSIONS

50 subjects participated in a listening test using
headphone playback and loudspeaker setup. Headphone
playback included non-individual HRTF synthesis while
loudspeaker setup used a 5.0 installation. For both tests
four different scenes were rendered to test localization,
front-back reversals, distance estimation and room
models using VRSonic’s VibeStudio Designer. The
software environment allows easy access to parameters
and controlling the simulation. Results of the listening
tests are comparable to former results in the literature.

5. FUTURE WORK

Some considerations about the program and future
planning:

- There is no built-in wave editor in VibeStation.
Using VibeStation and a wave editor in parallel
can sometimes be blocked by the ASIO driver.
Other drivers may work parallel.

- The “emitter database” is very small, there are
only two built-in wave files. This means, one
has to download, record and edit the wave files.

- Adding measured, individual HRTFs to the
HRTF database requires that the measured
HRTFs be converted into the program’s SAF
format. There were no tools provided with the
program to do this.

- Rooms are very simple, geometrical forms,
there is no CAD option and it is a simple
reverberation simulation for the room only.
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- The distance model could be extended by some
low-pass filtering that simulates air absorption.
This function is implemented in the current
version of the software.
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ABSTRACT

Due to the development of the sensor tehcnology it is possible to
manufacture wireless multi-degrees of freedom controllers at rea-
sonable costs. We have tested one manufactured by a small finnish
start-up company' in controlling real-time sound synthesis param-
eters. According to our experience, it is very suitable for it.

1. INTRODUCTION

We have explored how suitable an inexpensive wireless game con-
troller is in controlling real-time sound synthesis parameters. In
this paper we first describe the controller (or as manufacturer like
to say gaming console), then we describe both sound synthesis
methods used in our system.

2. BLOBO- MOTION CONTROLLED GAMING
CONSOLE

Figure 1: Three Blobo gaming consoles. (Image (©)Ball-It)

Blobo[1],[2] is a small sphere (about the size of a golf ball)
with built-in multiple sensors and a microcontroller, see figure 1. It
has been developed to be used as a game console. The Blobo com-
municates with a computer via the Bluetooth interface. Accordig
to the manufacturer’s information the maximum communication
speed is 3Mb/s. Internally, the sensors use a 100 MHz frequency.
This allows real-time interaction with applications. Magnetome-
ters use 10 bit and accelometers 12 bit accuracy.

IBall-It, http://www.ball-it.com

matti.grohn@ttl.fi

Figure 2: Real-time monitor view of the Blobo -parameters.
From the left, Pressure, three accelerometers, three magnetome-
ters, three rotation parameters and the battery status.

The Blobo sends packages to the computer containing various
data fields. The data contains control parameters and additional
information. The control parameters (see Figure 2) are motion-
, rotation-, air pressure- and magnetic field- related. In addition,
there is a step counter and a calorie meter. The additional informa-
tion consists of data such as battery status, id, name and application
related data

3. SOUND SYNTHESIS

3.1. Sine wave oscillator

This application is a simple multiple sine wave generator. The
Blobo is used for controlling these simultaneous audible sine
waves. The number of audible sine waves is determined by the
state of the Blobo. Initially only one sine wave is present. It is
controlled by one of the three axes. An additional sine wave can
be introduced by squeezing the Blobo once. This sine wave will
be controlled by an another available axis. A third sine wave can
be introduced in the same manner. This wave will be controlled
by the third axis. Additionally the Blobo creates a sound when a
mode is changed. A state diagram of the application is shown in
figure 3.
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Figure 3: The state diagram of the sine wave controller.

OQutput
+ 1§

|4
¥1(n)
LP Filter

Figure 4: Extended Karplus-Strong block diagram. The interpola-
tor is marked with a dashed rectangle to point out that it is included
only in the extended model.
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The orientation of the Blobo determines the frequencies of the
sine waves. They change either linearly or logarithmically from
Fiow to Fhign as a function of the controlling axis. The user can
define the boundary frequencies as well as the method by which
the frequency responds to the orientation.

3.2. Guitar string synthesis controller

The second application implements the famous Karplus-Strong
string synthesis [3],[4]. The Karplus-Strong algorithm is relatively
easy to implement and is also computationally inexpensive. The
block diagram is presented in figure 4.

The basic idea is to generate input noise which separates into
the output directly and into the delay line. The delay line com-
prises of a delay block, a low-pass loop filter and, in the extended
model, an interpolator. The delay of the loop branch determines
the fundamental frequency of the string vibration and the loop filter
determines the decay of the harmonics. This model here, without
the interpolator, implements the original Karplus-Strong algorithm
[3]. The drawback with this model is that the delay line length is
restricted to whole number multiples of the sampling period. To
achieve what is called exact tuning, a fractional delay filter must
be added to the delay line. This filter, in the simplest form, is a
linear interpolation filter. All-pass filters may be used for the same
purpose. Another alternative is the Lagrange interpolator.

Here are the signals at different locations of the signal chain.

= rand(length(delay))
=aoz(n) + arz(n — 1)
y2(n) = cyr(n) + (1 —Jyi(n — 1)

where z(n) is a signal from the input noise generator, y1(n)
is a signal after the low-pass filter, the y2(n) is a signal after the
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interpolator and ao and a; are low-pass filter coefficients . Values
of the constant ¢ can vary between 0 and 1. The synthesis model
can be set to output frequencies either linearly or logarithmically
from Fjow to Fhign as a function of the rotation angle.

In our application the Blobo is used for controlling the excita-

tion and the fundamental frequency of the synthesis. By squeez-
ing the Blobo a string pluck is emulated and by rotating the Blobo
around one of the pre-defined axes controls the fundamental fre-
quency of the synthesis. In this application the loop filter is a two
point FIR filter. The fractional delay is implemented using either a
linear interpolator or the Lagrange interpolator, chosen by the use.

The synthesis model can be set to output frequencies either

linearly or logarithmically, from Fj., to F,ign as a function of the
rotation angle.

4. CONCLUSIONS

The Blobo has worked well in our experiments as an inexpensive
wireless real-time controller. According to our experience, it is
hard to use all three rotation axes in controlling the sine wave os-
cillator. Other more sophisticated sound synthesis methods might
be more suitable to be used with this kind of device. It is possible
to use simultaneously multiple Blobos. This allows development
of new sound synthesis controlling methods or even new instru-
ments.
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ABSTRACT

Due to the development of the sensor tehcnology it is possible to
manufacture wireless multi-degrees of freedom controllers at rea-
sonable costs. We have tested one manufactured by a small finnish
start-up company' in controlling real-time sound synthesis param-
eters. According to our experience, it is very suitable for it.

1. INTRODUCTION

We have explored how suitable an inexpensive wireless game con-
troller is in controlling real-time sound synthesis parameters. In
this paper we first describe the controller (or as manufacturer like
to say gaming console), then we describe both sound synthesis
methods used in our system.

2. BLOBO- MOTION CONTROLLED GAMING
CONSOLE

Figure 1: Three Blobo gaming consoles. (Image (©)Ball-It)

Blobo[1],[2] is a small sphere (about the size of a golf ball)
with built-in multiple sensors and a microcontroller, see figure 1. It
has been developed to be used as a game console. The Blobo com-
municates with a computer via the Bluetooth interface. Accordig
to the manufacturer’s information the maximum communication
speed is 3Mb/s. Internally, the sensors use a 100 MHz frequency.
This allows real-time interaction with applications. Magnetome-
ters use 10 bit and accelometers 12 bit accuracy.
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Figure 2: Real-time monitor view of the Blobo -parameters.
From the left, Pressure, three accelerometers, three magnetome-
ters, three rotation parameters and the battery status.

The Blobo sends packages to the computer containing various
data fields. The data contains control parameters and additional
information. The control parameters (see Figure 2) are motion-
, rotation-, air pressure- and magnetic field- related. In addition,
there is a step counter and a calorie meter. The additional informa-
tion consists of data such as battery status, id, name and application
related data

3. SOUND SYNTHESIS

3.1. Sine wave oscillator

This application is a simple multiple sine wave generator. The
Blobo is used for controlling these simultaneous audible sine
waves. The number of audible sine waves is determined by the
state of the Blobo. Initially only one sine wave is present. It is
controlled by one of the three axes. An additional sine wave can
be introduced by squeezing the Blobo once. This sine wave will
be controlled by an another available axis. A third sine wave can
be introduced in the same manner. This wave will be controlled
by the third axis. Additionally the Blobo creates a sound when a
mode is changed. A state diagram of the application is shown in
figure 3.
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Figure 3: The state diagram of the sine wave controller.
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The orientation of the Blobo determines the frequencies of the
sine waves. They change either linearly or logarithmically from
Fiow to Fhign as a function of the controlling axis. The user can
define the boundary frequencies as well as the method by which
the frequency responds to the orientation.

3.2. Guitar string synthesis controller

The second application implements the famous Karplus-Strong
string synthesis [3],[4]. The Karplus-Strong algorithm is relatively
easy to implement and is also computationally inexpensive. The
block diagram is presented in figure 4.

The basic idea is to generate input noise which separates into
the output directly and into the delay line. The delay line com-
prises of a delay block, a low-pass loop filter and, in the extended
model, an interpolator. The delay of the loop branch determines
the fundamental frequency of the string vibration and the loop filter
determines the decay of the harmonics. This model here, without
the interpolator, implements the original Karplus-Strong algorithm
[3]. The drawback with this model is that the delay line length is
restricted to whole number multiples of the sampling period. To
achieve what is called exact tuning, a fractional delay filter must
be added to the delay line. This filter, in the simplest form, is a
linear interpolation filter. All-pass filters may be used for the same
purpose. Another alternative is the Lagrange interpolator.

Here are the signals at different locations of the signal chain.

= rand(length(delay))
=aoz(n) + arz(n — 1)
y2(n) = cyr(n) + (1 —Jyi(n — 1)

where z(n) is a signal from the input noise generator, y1(n)
is a signal after the low-pass filter, the y2(n) is a signal after the
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interpolator and ao and a; are low-pass filter coefficients . Values
of the constant ¢ can vary between 0 and 1. The synthesis model
can be set to output frequencies either linearly or logarithmically
from Fjow to Fhign as a function of the rotation angle.

In our application the Blobo is used for controlling the excita-

tion and the fundamental frequency of the synthesis. By squeez-
ing the Blobo a string pluck is emulated and by rotating the Blobo
around one of the pre-defined axes controls the fundamental fre-
quency of the synthesis. In this application the loop filter is a two
point FIR filter. The fractional delay is implemented using either a
linear interpolator or the Lagrange interpolator, chosen by the use.

The synthesis model can be set to output frequencies either

linearly or logarithmically, from Fj., to F,ign as a function of the
rotation angle.

4. CONCLUSIONS

The Blobo has worked well in our experiments as an inexpensive
wireless real-time controller. According to our experience, it is
hard to use all three rotation axes in controlling the sine wave os-
cillator. Other more sophisticated sound synthesis methods might
be more suitable to be used with this kind of device. It is possible
to use simultaneously multiple Blobos. This allows development
of new sound synthesis controlling methods or even new instru-
ments.
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ABSTRACT

Noteworks is music composition software that re-imagines the
way music is created, played, and shared. Users create musical
compositions by building networks and interacting with them in
real time. Noteworks reduces the learning curve for
algorithmic-music composition, such that most individuals with
a basic knowledge of computer interaction can create original
compositions with limited instruction. Dynamic networks have
the potential to play back for hours without repeating. This
document will provide a brief summary overview of the GUL.

1. INTRODUCTION

Noteworks allows the user to write pieces of music that evolve
over time, and features such as stochastic nodes enable the user
to think in terms of probabilities and tendencies. Rather than
creating one composition at a time, a single network can
potentially generate thousands of unique compositions. There
may be several ways in which a chord structure could evolve,
and theoretically a listener could set a network in motion and
allow it to unfold for days without hearing every possible
combination. At any point while the composition is playing
back, the user can begin writing the MIDI data to a file. They
could then import this data into Finale or Sibelius and print out
a piece of sheet music, or into a production platform such as
Logic Studio.

2. JAVA IMPLEMENTATION

Noteworks is written in Java, and as such can be used on a
variety of platforms - including Windows, Mac, and
Linux. Noteworks relies heavily on the Java Swing component
library for the graphical display, and on the Java MIDI library to
render its sound.

The technology behind the sequencing portion of Noteworks is
inspired by time-dynamical recursive neural network models, in
which individual network nodes can be assigned some sort of
musical expression (e.g. a MIDI message, tempo, or some sort
of modification), and the arrows represent temporal
relationships between nodes.
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3. NOTEWORKS GUI OVERVIEW

This section will step through the various elements of the
Noteworks interface, explaining each in detail. All musical
composition within Noteworks takes place in a centralized
canvas, and is facilitated through a set of tools. A video tutorial
covering similar material is available at the following URL:

http://robertalexandermusic.com/Noteworks Demonstration.mov

3.1. Interface Overview

200 Noteworks.
|[File__Edit Composition View _Midi Recording _Help |
“’ I 2 merate: RS

1.Top Menu
| 2 Preparies
I Pane!

3. Empty Canvas

4.Toolbar

Figure 1: The Noteworks GUI as presented upon initially
loading the software.

1) Top Menu: Here the user can save their composition,
open a saved composition, edit the instruments used
for playback, stop playback completely, export a song
as a MIDI file, and select from a number of additional
advanced options

2) Properties Panel: Allows the user to edit the settings
of a selected node.

3) Empty Canvas: This space is where compositions are
created.

4) Toolbar: These tools are used for playback, node
selection, moving nodes, creating nodes, and drawing
arrows.
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Figure 2: Closer inspection of the Noteworks tool set.

1) Node Firing tool: With this tool selected the cursor
turns into a pointing hand. Clicking on a MIDI or
Rest node starts the network in motion.

2) Selection Tool: This tool allows for selecting either a
single node or multiple nodes. When a single node is
selected its attributes will appear in the properties
panel. Click and drag around multiple nodes, then use
the hand grabber tool to move groups of nodes.

3) Grabber Tool: While in this mode, click and drag on
the canvas to adjust your view of the composition.
You can also click and drag on nodes to adjust their
placement. At any time you can zoom in and out by
using the scroll wheel on a two-button mouse or two
fingers on a track pad.

4) Node Creation Tool: Click and hold briefly to reveal a
sub-menu. You can select from 4 different node
types: MIDI (standard instrument), Rest, Chance, and
Echo. Click on a node type to select it, and then click
anywhere on the canvas to add. See the section on
node types for more information.

5) Arrow Drawing Tool — With this tool selected, the
user can click and drag from one node to another to
create a connection.

3.3. Node Types

2. Rest Node 3. Chance Node

HMIDIS 4. Echo Node

Figure 3: Example of placing a figure with experimental
results.

1) MIDI stands for Musical Instrument Digital Interface.
These nodes are at the core of every Noteworks
composition. Within the MIDI properties panel the
user can adjust the note pitch, duration and volume.
The instrument can be changed by switching the node
to a different channel, or by loading up a new
instrument in the edit menu. MIDI nodes will pass an
impulse to all outgoing connections.

2) Rest nodes can be used to delay the transfer of an
impulse from one node to another. Rest nodes will
pass on an impulse to all outgoing connections.
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3) A chance node will fire to one of its outlets, which is
picked at random.

4) Echo nodes will repeat whatever note is received, with
the option of transposing this note to a new pitch
and/or adjusting the delay. Echo nodes can be strung
together in sequence to create complete melodic
phrases. Data can be passed between echo nodes and
chance nodes to create stochastic behavior.

4. FUTURE DIRECTION

The addition of sub-networks would enable users to consolidate
large sections of a composition into a single, more-manageable
object. Future node types would also enable compositions to
unfold in a more dynamic manner. Sequential nodes would
switch between all outgoing connections in an ordered fashion;
this would enable the user to create recurring poly-rhythmic
patterns. Interactive nodes would allow input from various
external interfaces, such as a keyboard or MIDI controller.
Audio file playback could be facilitated through an additional
node type, or by sending data to an external sampler or VST
instrument.

The object-oriented interface would readily lend itself to touch-
screen interaction, future versions of the software could be
implemented on the iPhone and iPad platforms. Several
interaction modes could include: free composition, level based
game play, and social compositions constructed by multiple
users in tandem. Early research also indicates strong potential
for Noteworks in the K-12 educational market.
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ABSTRACT

Noteworks is music composition software that re-imagines the
way music is created, played, and shared. Users create musical
compositions by building networks and interacting with them in
real time. Noteworks reduces the learning curve for
algorithmic-music composition, such that most individuals with
a basic knowledge of computer interaction can create original
compositions with limited instruction. Dynamic networks have
the potential to play back for hours without repeating. This
document will provide a brief summary overview of the GUL.

1. INTRODUCTION

Noteworks allows the user to write pieces of music that evolve
over time, and features such as stochastic nodes enable the user
to think in terms of probabilities and tendencies. Rather than
creating one composition at a time, a single network can
potentially generate thousands of unique compositions. There
may be several ways in which a chord structure could evolve,
and theoretically a listener could set a network in motion and
allow it to unfold for days without hearing every possible
combination. At any point while the composition is playing
back, the user can begin writing the MIDI data to a file. They
could then import this data into Finale or Sibelius and print out
a piece of sheet music, or into a production platform such as
Logic Studio.

2. JAVA IMPLEMENTATION

Noteworks is written in Java, and as such can be used on a
variety of platforms - including Windows, Mac, and
Linux. Noteworks relies heavily on the Java Swing component
library for the graphical display, and on the Java MIDI library to
render its sound.

The technology behind the sequencing portion of Noteworks is
inspired by time-dynamical recursive neural network models, in
which individual network nodes can be assigned some sort of
musical expression (e.g. a MIDI message, tempo, or some sort
of modification), and the arrows represent temporal
relationships between nodes.
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3. NOTEWORKS GUI OVERVIEW

This section will step through the various elements of the
Noteworks interface, explaining each in detail. All musical
composition within Noteworks takes place in a centralized
canvas, and is facilitated through a set of tools. A video tutorial
covering similar material is available at the following URL:

http://robertalexandermusic.com/Noteworks Demonstration.mov

3.1. Interface Overview

200 Noteworks.
|[File__Edit Composition View _Midi Recording _Help |
“’ I 2 merate: RS

1.Top Menu
| 2 Preparies
I Pane!

3. Empty Canvas

4.Toolbar

Figure 1: The Noteworks GUI as presented upon initially
loading the software.

1) Top Menu: Here the user can save their composition,
open a saved composition, edit the instruments used
for playback, stop playback completely, export a song
as a MIDI file, and select from a number of additional
advanced options

2) Properties Panel: Allows the user to edit the settings
of a selected node.

3) Empty Canvas: This space is where compositions are
created.

4) Toolbar: These tools are used for playback, node
selection, moving nodes, creating nodes, and drawing
arrows.
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Figure 2: Closer inspection of the Noteworks tool set.

1) Node Firing tool: With this tool selected the cursor
turns into a pointing hand. Clicking on a MIDI or
Rest node starts the network in motion.

2) Selection Tool: This tool allows for selecting either a
single node or multiple nodes. When a single node is
selected its attributes will appear in the properties
panel. Click and drag around multiple nodes, then use
the hand grabber tool to move groups of nodes.

3) Grabber Tool: While in this mode, click and drag on
the canvas to adjust your view of the composition.
You can also click and drag on nodes to adjust their
placement. At any time you can zoom in and out by
using the scroll wheel on a two-button mouse or two
fingers on a track pad.

4) Node Creation Tool: Click and hold briefly to reveal a
sub-menu. You can select from 4 different node
types: MIDI (standard instrument), Rest, Chance, and
Echo. Click on a node type to select it, and then click
anywhere on the canvas to add. See the section on
node types for more information.

5) Arrow Drawing Tool — With this tool selected, the
user can click and drag from one node to another to
create a connection.

3.3. Node Types

2. Rest Node 3. Chance Node

HMIDIS 4. Echo Node

Figure 3: Example of placing a figure with experimental
results.

1) MIDI stands for Musical Instrument Digital Interface.
These nodes are at the core of every Noteworks
composition. Within the MIDI properties panel the
user can adjust the note pitch, duration and volume.
The instrument can be changed by switching the node
to a different channel, or by loading up a new
instrument in the edit menu. MIDI nodes will pass an
impulse to all outgoing connections.

2) Rest nodes can be used to delay the transfer of an
impulse from one node to another. Rest nodes will
pass on an impulse to all outgoing connections.
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3) A chance node will fire to one of its outlets, which is
picked at random.

4) Echo nodes will repeat whatever note is received, with
the option of transposing this note to a new pitch
and/or adjusting the delay. Echo nodes can be strung
together in sequence to create complete melodic
phrases. Data can be passed between echo nodes and
chance nodes to create stochastic behavior.

4. FUTURE DIRECTION

The addition of sub-networks would enable users to consolidate
large sections of a composition into a single, more-manageable
object. Future node types would also enable compositions to
unfold in a more dynamic manner. Sequential nodes would
switch between all outgoing connections in an ordered fashion;
this would enable the user to create recurring poly-rhythmic
patterns. Interactive nodes would allow input from various
external interfaces, such as a keyboard or MIDI controller.
Audio file playback could be facilitated through an additional
node type, or by sending data to an external sampler or VST
instrument.

The object-oriented interface would readily lend itself to touch-
screen interaction, future versions of the software could be
implemented on the iPhone and iPad platforms. Several
interaction modes could include: free composition, level based
game play, and social compositions constructed by multiple
users in tandem. Early research also indicates strong potential
for Noteworks in the K-12 educational market.
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Audio-Visual Panoramas and Spherical Audio Analysis using the Audio Camera

Adam E. O’Donovan
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Abstract

Capturing a scene for later or contemporaneous display
needs to capture the complex interactions between the
source(s) in the scene and the environment. High order
spherical Ambisonics and plane-wave analysis are
powerful mathematical tools for such scene analysis. The
spherical microphone array (and its embodiment in the
Audio Camera) is a useful tool for capture and analysis of
scenes. Further information about the environment is
available from the visual scene.

We present the audio-visual panoramic camera as a
tool that greatly simplifies the task of processing audio
visual information by providing one common framework
for both modalities. Via the Audio Camera [1], we show
that microphone arrays can be viewed as a central
projection camera that can effectively image the audible
acoustic frequency spectrum. We demonstrate a new
device, the audio visual Panoramic camera that is
composed of a 64 channel spherical microphone array
combined with a 5 element video camera array. The
combined sensor is capable of real-time audio visual
panoramic image generation using state of the art NVidia
Graphics cards. It also provides an order-7 ambisonic
description of the scene.

1. Introduction

Nearly every biological creature senses the world with
both eyes and ears. This is due to the tremendous amount
of complementary information in each of these modalities.
The visual system conveys pinpoint geometric information
about objects in our environment. The acoustic
environment conveys information such as speech and does
not suffer as badly as vision from issues such as
occlusions. For these reasons and many others it is
attractive to investigate utilizing both modalities in
problems of scene understanding. Microphone arrays have
been an attractive tool for audio processing as they provide
geometric information about acoustic sources in an
environment as well as the ability to spatially suppress
noise. However, it is often difficult to calibrate and utilize
both microphone arrays and video cameras to perform
multi-modal scene understanding. We take the approach
that both microphone arrays and video cameras are central
projection devices [1] and therefore can be treated in a

ICAD-167

Ramani Duraiswami
Perceptual Interfaces and Reality Laboratory
UMIACS, University of Maryland

ramani@umiacs.umd.edu

Figure 1: The Audio Visual Panoramic Camera.

common imaging framework. This allows the creation of a
pre-calibrated multimodal panoramic sensor, The
Panoramic Audio Visual Camera, which significantly
simplifies the fusion of both audio and visual information.

2. The Spherical Microphone Array

To generate the acoustic images in the audio visual
panoramic camera we utilize the spherical microphone
array. There are several benefits to the spherical geometry
[2]. The first is that it provides equal spatial resolution in
all directions. Additionally, several mathematical
simplifications presented in [3] provide efficient
algorithms for processing the acoustic information in
parallel on commercial graphics cards thus providing real-
time capability. The array consists of 64 microphones
distributed over the surface of an 8 inch sphere. The
microphone signals are then amplified via individual pre-
amp circuits and sent to an array of analog to digital
converters. The digitized acoustic data is sampled at 44.1
kHz per channel and collected by an FPGA where it is
interleaved into a single USB 2.0 Stream. This provides
the interface to the PC where the data can be immediately
shipped to the graphics processor for real-time processing.
Figure 1 shows the Audio Visual Panoramic Camera.

3. Auditory Scene Capture and Playback

The auditory scene can be decomposed into its spherical
harmonic components up to order 7. Further, the scene can



Figure 2: Example of the panoramic video image acquired by our device.

also be decomposed into its filtered plane-wave
components [4]. These can be used as inputs to creating
ambisonic displays using spherical arrays or mixed with
HRTFs as discussed in [5] and recreate the auditory scene
over headphones.

Figure 3. External ports of the Audio Visual Camera.

4. Panorama Stitching

Due to the fact that the spherical microphone array
provides an omni-directional acoustic image of the
environment it is highly beneficial to have an omni-
directional image of the visual environment as well. In
order to generate a panoramic image of the scene we
utilize a 5 camera array. The placement of the cameras was
selected to avoid all microphones in the spherical
microphone array via a spatial optimization. Additionally,
the placement was selected such that all directions except
those present around the mounting handle are seen by at
least one camera. Each of the 5 video cameras are
752x480 color Firewire cameras. The frame acquisition is
triggered by the internal audio FPGA to provide
synchronization of both the audio and video components
of the device. The 5 camera image streams are collected
via an internal Firewire that allows an interface to the PC
consisting of a single Firewire cable. Figure 2 shows an
example of the stitch achieved using our 5 camera
panoramic video camera.

5. The Panoramic Audio Visual Camera

Given both the omni-directional acoustic and video
images we perform a one time joint audio visual
calibration to bring both modalities into a single global
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coordinate system [1]. Because both the audio and visual
cameras are collocated and share a common center of
projection we can perform acoustic image transfer onto the
video stream as described in [3] to provide a final image
that represents both acoustic and visual information
present in the environment. The extent of the external
cable connections of the device consist of a single USB
2.0 port and a single Firewire port as well as external
power. Figure 3 shows the interface ports present at the
base of the handle.

6. Conclusion

We present a multimodal panoramic audio-visual
camera. We demonstrate that we can present both acoustic
and visual panoramic video streams in real-time. By
combining both the spherical microphone array and an
omni-directional camera array we provide a simple means
of sensing the world of light and sound using a single
common framework. Many applications of the device are
possible, including in auditory display.

Acknowledgement: Partial ONR support is gratefully
acknowledged.
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Abstract

Capturing a scene for later or contemporaneous display
needs to capture the complex interactions between the
source(s) in the scene and the environment. High order
spherical Ambisonics and plane-wave analysis are
powerful mathematical tools for such scene analysis. The
spherical microphone array (and its embodiment in the
Audio Camera) is a useful tool for capture and analysis of
scenes. Further information about the environment is
available from the visual scene.

We present the audio-visual panoramic camera as a
tool that greatly simplifies the task of processing audio
visual information by providing one common framework
for both modalities. Via the Audio Camera [1], we show
that microphone arrays can be viewed as a central
projection camera that can effectively image the audible
acoustic frequency spectrum. We demonstrate a new
device, the audio visual Panoramic camera that is
composed of a 64 channel spherical microphone array
combined with a 5 element video camera array. The
combined sensor is capable of real-time audio visual
panoramic image generation using state of the art NVidia
Graphics cards. It also provides an order-7 ambisonic
description of the scene.

1. Introduction

Nearly every biological creature senses the world with
both eyes and ears. This is due to the tremendous amount
of complementary information in each of these modalities.
The visual system conveys pinpoint geometric information
about objects in our environment. The acoustic
environment conveys information such as speech and does
not suffer as badly as vision from issues such as
occlusions. For these reasons and many others it is
attractive to investigate utilizing both modalities in
problems of scene understanding. Microphone arrays have
been an attractive tool for audio processing as they provide
geometric information about acoustic sources in an
environment as well as the ability to spatially suppress
noise. However, it is often difficult to calibrate and utilize
both microphone arrays and video cameras to perform
multi-modal scene understanding. We take the approach
that both microphone arrays and video cameras are central
projection devices [1] and therefore can be treated in a

ICAD-169

Ramani Duraiswami
Perceptual Interfaces and Reality Laboratory
UMIACS, University of Maryland

ramani@umiacs.umd.edu

Figure 1: The Audio Visual Panoramic Camera.

common imaging framework. This allows the creation of a
pre-calibrated multimodal panoramic sensor, The
Panoramic Audio Visual Camera, which significantly
simplifies the fusion of both audio and visual information.

2. The Spherical Microphone Array

To generate the acoustic images in the audio visual
panoramic camera we utilize the spherical microphone
array. There are several benefits to the spherical geometry
[2]. The first is that it provides equal spatial resolution in
all directions. Additionally, several mathematical
simplifications presented in [3] provide efficient
algorithms for processing the acoustic information in
parallel on commercial graphics cards thus providing real-
time capability. The array consists of 64 microphones
distributed over the surface of an 8 inch sphere. The
microphone signals are then amplified via individual pre-
amp circuits and sent to an array of analog to digital
converters. The digitized acoustic data is sampled at 44.1
kHz per channel and collected by an FPGA where it is
interleaved into a single USB 2.0 Stream. This provides
the interface to the PC where the data can be immediately
shipped to the graphics processor for real-time processing.
Figure 1 shows the Audio Visual Panoramic Camera.

3. Auditory Scene Capture and Playback

The auditory scene can be decomposed into its spherical
harmonic components up to order 7. Further, the scene can



Figure 2: Example of the panoramic video image acquired by our device.

also be decomposed into its filtered plane-wave
components [4]. These can be used as inputs to creating
ambisonic displays using spherical arrays or mixed with
HRTFs as discussed in [5] and recreate the auditory scene
over headphones.

Figure 3. External ports of the Audio Visual Camera.

4. Panorama Stitching

Due to the fact that the spherical microphone array
provides an omni-directional acoustic image of the
environment it is highly beneficial to have an omni-
directional image of the visual environment as well. In
order to generate a panoramic image of the scene we
utilize a 5 camera array. The placement of the cameras was
selected to avoid all microphones in the spherical
microphone array via a spatial optimization. Additionally,
the placement was selected such that all directions except
those present around the mounting handle are seen by at
least one camera. Each of the 5 video cameras are
752x480 color Firewire cameras. The frame acquisition is
triggered by the internal audio FPGA to provide
synchronization of both the audio and video components
of the device. The 5 camera image streams are collected
via an internal Firewire that allows an interface to the PC
consisting of a single Firewire cable. Figure 2 shows an
example of the stitch achieved using our 5 camera
panoramic video camera.

5. The Panoramic Audio Visual Camera

Given both the omni-directional acoustic and video
images we perform a one time joint audio visual
calibration to bring both modalities into a single global
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coordinate system [1]. Because both the audio and visual
cameras are collocated and share a common center of
projection we can perform acoustic image transfer onto the
video stream as described in [3] to provide a final image
that represents both acoustic and visual information
present in the environment. The extent of the external
cable connections of the device consist of a single USB
2.0 port and a single Firewire port as well as external
power. Figure 3 shows the interface ports present at the
base of the handle.

6. Conclusion

We present a multimodal panoramic audio-visual
camera. We demonstrate that we can present both acoustic
and visual panoramic video streams in real-time. By
combining both the spherical microphone array and an
omni-directional camera array we provide a simple means
of sensing the world of light and sound using a single
common framework. Many applications of the device are
possible, including in auditory display.
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ABSTRACT

Composition submission for the 16th International
Conference on Auditory Display.

1. DESCRIPTION

Signal Painting is a time-based work that visualizes
relationships between harmonics of synthesized tones.
The modulating tones are designed to have specific
harmonic content, and they appear to create unfolding
interwoven visual patterns when their audio spectrum is
seen as a moving color spectrogram.

2. TECHNIQUES

Signal Painting was realized with Cycling ’74’s
Max/Msp/Jitter multimedia software. Tone generation
and modulation were performed using classical synthesis
techniques (figure 1), and a large filterbank of noise was
used to sonically print the pixels of a bitmap (figure 2).
The resulting audio signal was captured and used to create
a moving color spectrogram. The piece was created live,
in real time, and recorded directly to a video file.

3. MEDIA FORMAT
The work was rendered as a color 640 x 480 (16:9)
stereophonic quicktime .mov file which can be delivered
on DVD or sent electronically in any preferred format.

4. PREVIEW URL

http://musicgrad.ucsd.edu/~cbaker/files/baker.m4v
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5. STILL IMAGES

Figure 2: Still image from Signal Painting.
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ABSTRACT

This paper situates the musical work Displacements 1b in
musical and philosophical framings operative in those
discourses and relevant to the thematics of the conference.
Particular attention is paid to C.S. Peirce’s concept of tychism
and the perception of musical time, and on the impact of
spatialization of live, acoustic instruments on meaning in
musical works. This document is submitted as bridge between
the technical and aesthetic aspects of the conference.

1. INTRODUCTION

“We necessarily express ourselves by means of words
and we usually think in terms of space. That is to say,
language requires us to establish between our ideas the
same sharp and precise distinctions, the same
discontinuity, as between material objects.  This
assimilation of thought to things is useful in practical
life and necessary in most of the sciences. But it may be
asked whether the insurmountable difficulties presented
by philosophical problems do not arise from placing
side by side in space phenomena which do not occupy
space, and whether, but merely getting rid of the clumsy
symbols round which we are fighting, we might not
bring the fight to an end.”

- Henri Bergson
Time and Free Will, authors preface

"Music is based on temporal succession and requires
alertness of memory.  Consequently music is a
chronologic art, as painting is a spatial art.”

— Stravinsky
Poetics of Music

Displacements 1b is the first in a series of works, which will
use spatialization to interrogate the role of embodiment in
musical performance. The term embodiment refers to the
manner in which the performer’s physical self is the source of
the sonic component of music, the spatial and temporal location
of musical action and decision-making, and (in many contexts
and for many people), the figure or emblem of music itself.
The work involves the projection (or diffusion) of the live
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sound of the performers through an array of speakers, and the
movement of performers on the stage or in the performance
space. These devices are used to literally alienate the
performance from the performer, and in doing so call attention
to these basic elements of the grammar of performance.

The work also uses rhythmic devices such as open pulse
textures and quasi-improvisatory, aleatoric notation, techniques
which are of long standing interest in my music. A dynamic
rhythmic character emerges from the juxtaposition of strongly
pulse driven metered material with freer, ‘open-pulse’ material.
My notation gives performers choice in the timing of passages,
the alignment of events, and the order of phrases. Performers
are thus involved in musical decision making generally more
associated with composition than performance. Aesthetically
and technically, I have found these approaches to generate rich
and expressive textures, and result in exciting performance
environments in which performers are not merely agents of
compositional will, but are equal partners is musicking. I will
suggest later that the term 'tychism,' though somewhat antique,
is an appropriate term for this dynamic approach, superior to
other terms such as aleatory or improvisation.

2. SPATIALIZATION

In Displacements 1b music (or perhaps musicking itself) is
spatialized along two different axes, with the performers
themselves moving and secondary sources (or 'ghosts') of the
audio signals of the instruments also moving through an emitter
array and audio spatialization software. These traces or ghost
sources perform alongside the physically present ensemble
while at the same moment setting themselves apart, in that they
exist without a concrete association with a perceived physical
source. This is achieved in real-time via VRSonic's
Vibestation™, with an iPhone application triggering the
movement of sources along predefined splines.

I have described this ghosting as an alienation of sound
and performer. [ use the term 'alienation' here carefully and
positively, in that is it only through such an alienation from our
assumptions about seemingly common place actions like
musical performance that we can remind our selves of the basic
elements of the grammar of performance which have been
effaced or downplayed. The mediation of technology enables
this physical dislocation. My goal in the work is to decouple
and recouple the sound of the performers with the performers’
location, and by doing so to remind the listener of the
ontological group effort that is musicking. This dislocation can
and perhaps should be thought of as a kind of disembodiment.
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The term embodiment refers to the manner in which the
performer’s physical self is the source of the sonic component
of music, the spatial and temporal location of musical action
and decision-making, and (in many contexts and for many
people), the figure or emblem of music itself. In the tradition of
Western art music, there is a tendency to minimize the body, be
it through standardized concert attire, the suppression of dance
responses, or the penetration of acousmatic projection and the
mechanical, electronic and digital sound files into quotidian life.
We can lose sight of the body, which is present at the start of
the musical chain. Ironically, though technology that
spatializes and disembodies music is omnipresent (and which
disembodies our experience of music every day), finding
technology that can do this with the subtlety and nuance
expected of music is rather hard to do.

3. TEMPORAL ORGANIZATION

In this work as in many of my pieces, the performers are
afforded a degree of freedom greater than is typical in a
classical score. There are extended passages with no shared
pulse stream and using Lutoslawskian frame notation and other
'open score' notations. This approach resonates with the above
consideration of the performer as a nexus of performative
behaviors. My motivation in using these techniques is in part
to produce musical interesting textures and events but even
more so to produce a kind of music making in which
performers and composers are partners, rather than agents
bound to a composer's will.

In Western art music, certain kinds of practice are
emphasized, in particular a hierarchical notion of accuracy, in
which a primary pulse is, literally, the measure of all other
temporal relationships in a particular piece. The Stravinsky
quote at the opening of this writing foregrounds the power of
temporality in music but doesn't interrogate how this
chronologic rule is brought into being by music and (especially)
by performers. For Stravinsky, the score is a machine, you do
what you're told and something good will come of it, especially
if you're playing something by Stravinsky.

My music could be described as 'indeterminate,' a rather
inelegant term of our art, a negative definition which has the
positive attribute of calling attention to the fact that that not all
elements of a given work (i.e.: the tradition 'composerly'
features like notes, and the rhythmic disposition of the notes)
are as fixed as one generally finds in concert music. Some of
these features will be left open to the decisions of musicians in
the moment of performance. My notation gives performers
choice in the timing of passages, the alignment of events, and
the order of phrases. Performers are thus involved in musical
decision making generally more associated with composition
than performance. Some passages in the work exhibit
traditional metric and temporal organization, referred to in the
score as 'shared pulse.'! In open pulse textures, pulse is not
shared between the musicians; individuals organize the
sequence of events through cuing. The effect is a free flowing,
un-metered but rhythmic texture.

In the work, these open textures are at odds with the
necessity of a rigid clock time for the live processing. Each
ghost source is on an independent clock, thus giving us 4
distinct temporary strata, each managed by human action.
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A variety of terms already in use come close to capturing this
temporal ebb and flow, but all have drawbacks.
"Indeterminate” is a bit inelegant and imprecise; much is still
determined by the composer. It has implications of
abandonment, rather than mutuality. Similarly, aleatory, used
most often to describe the works of Cage, is problematic. The
term became known to European composers through lectures
by acoustician Werner Meyer-Eppler at Darmstadt International
Summer Courses for New Music in the beginning of the 1950s.
According to his definition, "a process is said to be aleatoric ...
if its course is determined in general but depends on chance in
detail" (Meyer-Eppler 1957, 55). This emphasizes a lack of
human agency, when the impact of the technics is actually
exactly the opposite, a surfeit of agency. 'Open' would seem a
more attractive term, though its use in literary theory would
emphasize the impact of these structures on the 'meaning' of the
work, which is not really the focus of the techniques. Ludism
has picked up associations with 'game pieces' and so perhaps
misses the extent to which cases. 'Improvisation', though it
captures the character of real time decision making, tends to
minimized the channeling of decision-making through very
precise and detailed techniques of notation is at this point
stylistically or genre bound

I find the term 'tychism' as a somewhat antique but highly
appropriate word to describe this aspect of musical performance.
Tychism is a concept developed by C.S. Peirce to describe the
emergence of order from chance events.

"In an article published in The Monist for January, 1891,
I endeavored to show what ideas ought to form the warp
of a system of philosophy, and particularly emphasized
that of absolute chance. In the number of April, 1892, 1
argued further in favor of that way of thinking, which it
will be convenient to christen tychism (from {tyché},
chance)."

('The Law of Mind', CP 6.102, 1892)

Peirce's friend and colleague William James perhaps articulated
his friend's idea more succinctly, calling tychism "Peirce's
suggestion [that] order results from chance-coming." My hope
is that these techniques will make overt the dynamics of
performance which are always in play, but are sometimes
masked behind the edifice of precision and accuracy, and
remind us that we are, composers, performers and listeners, all
partners in the drawing of order out of chaos, chronos out of
aion.

4. SOME CONSEQUENCES

For a work of chamber music like Displacements 1b, a
consideration of this basic grammar of performance must look
at what it is to play together. The version of Displacements
performed at the conference underscores the relationship of
space in this equation through shifting positions of performers
on the stage. Performers pair and related to one another
musically, but here these traditional counterpoints and
accompaniments are amplified by a choreography of positions,
sometimes supporting, sometimes undermining the pairings
made by the notes on the page and in the air. The work also
underscores the relationship of space in this equation through
shifting positions of performers on the stage, and the production
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of secondary sources for the sound of those instruments, in
effect producing 'ghost' versions of the instruments. These
traces perform with the physical ensemble, while at the same
moment are set apart, in that they exist without a concrete
association with a perceived physical source.

The explicit problematization of the unity of performance
and performer is at the core; patterns in those embodiments
support amplify the formal structure the work articulate in the
other, more traditionally musical elements of the work.

Tychism, as a philosophical concept forces to the surface
issues of identity, meaning, and job-descriptions. Collectivity;
a performance, and even a work, is the product of the actions of
many individuals. My point in advocating for the usage of this
term is not to imply that my work requires a new language for
description, but rather that there is a tychastic element to all
musical expressions, and that the development of a language to
describe them is of use.

Similarly, the de-situating and re-situation of sonic
production in the body of the performers through the use of
spatializing technology forces the fact of human agency in
forgetting that music is a product of human action and agency.
We can forget music is fundamentally humanistic in the
abstract and interpersonal in practice. Much in our world
makes us behave as if and perhaps feel that music objectified,
commodified and generic, when at its best, most nuanced, it is
distinct, personal and human.

This interest in the relationship between music with
identifiable, locatable sources and those without emerges from
personal, compositional and pedagogical observations on the
manner in which acousmatic projection and the mechanical,
electronic and digital sound files have fully penetrated everyday
life. This is in many ways a powerfully positive influence on
musical culture, but there is an associated risk of losing sight of
music as a product of human action and agency. For me music
is fundamentally humanistic in the abstract and interpersonal in
practice. In tonight's work, technology and artifice are used to
call attention to the human performance of music — performers
and the music they make are repeatedly alienated and reunited,
a metaphor, perhaps the ways in which our quotidian
experience of music (especially in the heavily mediated, post-
commidification realm of recordings, radio and the internet)
moves again and again from generic and transactional to the
distinct and the personal.
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ABSTRACT

Transforming the sonification of data into a musical experience
that is satisfying on scientific as well as aesthetic grounds
requires balancing similar and competing objectives and
sensibilities. One possible solution, described here, is used to
create the digital music composition Schnappschuss von der
Erde in response to the call for compositions by the
International Community for Auditory Display (ICAD)
Conference, 2006.

1. INTRODUCTION

The International Community for Auditory Display 2006
Conference provided the basic data resources and objectives for
realizing a musical composition for a concert entitled Global
Music - The World by Ear.

The mapping strategy and compositional process used to
create Schnappschuss von der Erde are described in the body of
this paper. While the possible approaches to transforming
sonifications into music are numerous, this investigation will
focus on representing data in as clear a manner as possible,
while satisfying the aesthetic demands of musical form.

2. DATA COLLECTION

Data was downloaded from the public database at the World
Bank website [1]. Data from the most recent available year
between 2000 and 2004 is used. The original data set selected
by the composer includes 187 countries and 23 categories

3. STRATEGIES

Transforming data that represents a snapshot in time into an art
form that unfolds in time, such as music, requires strategies
different than say, mapping time series data which would seem
more adapted to musical interpretation. In order to satisfy
aesthetic demands, interesting, artistic patterns must be a result
of the investigation. Scientific interests tend to be more
concerned with the level of objectivity in the representation. In
order to satisfy the later, the sonic representations of the data are
created algorithmically and are not subsequently edited,
distorted, or augmented in any way, except as mentioned in the
performance notes. The resulting sonifications are then selected
for their musical value and are used as is and in their entirety to
assemble the musical composition in a collage-like fashion.

My daughter was beading one night while I was working
and I offered her this analogy: Imagine a black shoe box that
makes beads. You throw bead making stuff into the box and
shake it up until you hear the bead start to rattle in the box. You
open the box. If the bead is pretty, you keep it. If it is ugly, you
discard it. Do this dozens of times until you have the beads that
you want. Then string the beads together one after another in a
pattern, and you have a beautiful necklace.
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3.1. Perceptual background

The most basic description of the structure of a musical sound is
its pitch, loudness, timbre, and temporal placement. Each of
these descriptors are in themselves complex structures that are
not necessarily discrete. For the purposes of this composition,
only pitch, loudness, timbre, and temporal placement are used.

Musical events, such as notes, tend to organize themselves
into perceptual streams [2]. The fusion of discrete sound events
into streams and the segregation of one stream from another
falls to the task of the auditory system. In general, the
perceptual system fuses and segregates on the basis of
similarity or dissimilarity along some particular characteristic
or set of characteristics that may either reinforce or compete
against each other. Thus the fusion of discrete notes into some
sort of pattern will be effected by similarity or dissimilarity of
pitch, loudness, timbre, or temporal placement.

3.2. Plotting data

In order to make data useful (to render patterns observable), we
often convert it into a visual representation accessible to our
perceptual system. Scatter plots are used to look for a
correlation between data, with one variable plotted on the
horizontal axis and and second on the vertical axis of a
Cartesian coordinate plane. A third variable may be used to
color the dots. The advantage of using this type of graph as a
metaphor rather than a bar graph or a pie chart, is that the data
retain their individual identities. They are scattered across two-
dimensional space. As a composer, the job is to get the dots to
get up off the page and move through time, the fourth
dimension.

In most cases, scientists hope for a thin, squashed, oval
shape that slants from one corner of the graph to the opposite.
This shows a strong correlation and is usually an indicator for
further research. An amorphous blob of dots scattered across
the page shows no correlation and the relationship is generally
disregarded as not being able to provide any useful information.

If one maps time (order of events) along the horizontal axis
and loudness along the vertical axis, a strong positive
correlation would create increasing loudness over time, or a
crescendo. If the the vertical axis maps pitch, then a rising
(melodic) line is created. A falling line or decrescendo is
created by a strong negative correlation. A zero correlation
produces randomness, or simply noise. Or maybe it is not so
simple.

3.3. Mining for useful information

Rising and falling melodic lines, crescendo and decrescendo are
useful in music composition, but they are not sufficiently
complex to sustain aesthetic interest. However, what has been
generally disregarded as being unable to provide useful
information, the zero-correlations, are exactly the place to look
for aesthetically useful material. These data sets are not uniform
in their distribution. However, their distribution is not
necessarily random (i.e. white noise). There may be subgroups
that show some degree of correlation. These correlations may be
so variable that the overall result is a zero-correlation. While the
aesthetic purpose here is to find patterns that mix predictability
with unpredictability, for the scientist, hearing patterns that are
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not traditionally strong correlations may inspire investigations
from a previously untried perspective. One might ask, “Why do
these subsets of data form a pattern and not those sets? Why
does this subset of data sound so similar to some other subset of
data?”

4. METHOD

Data was downloaded and assembled into a spreadsheet. The
spreadsheet was the converted to a text file to be used by a
commercial music composition language, Symbolic Composer
5.0.1 [3]. SCOM is a LiSP [4] based language that processes
lists of data into a MIDI [5] file. Quicktime [6] was then used to
render the MIDI files into .\WAYV files.

4.1. Sonification algorithm

An algorithm was written that allows the composer to select data
categories and assign them to control the order of presentation
(controlling temporal placement), pitch, or loudness in the
resulting sonification. The data, always bound to its country,
was then coordinated in ordered lists. In this process, any
missing data in any of the three selected categories caused the
deletion of that country and its data from the final result.

The ordering algorithm ranks orders the input data and
controls the the ordering of all data in constructed lists.

The pitch mapping algorithm rank orders the data before it
is mapped to the set of 128 keyboard symbols provided by the
SCOM language.

Data that controls loudness is scaled and rounded to
integers between 20 and 127. This data is not rank ordered. The
integers 0-127 are standard controller values for MIDI
messages.

Rank ordering of pitch data distributes the pitches more
evenly across the tessitura of the piece and allows for more
“step” sized melodic movements. This is important because of
the prevalence of stepwise motion throughout the musics of the
world [8]. Scaling the loudness data without rank ordering
allows for the creation of more sudden changes of loudness.
This creates a model for accents (suddenly louder notes) and
ghost notes (suddenly softer notes). The pattern of accents
creates the perception of thythm.

Longitude (of the capital city) data for each country is
bound with the selected data categories, and is used as values
for the main volume controller. This distributes the amplitude
between eight (8) separate .WAYV files, each of which is used to
drive eight individual speakers arranged in a circle around the
perimeter of the performance space. Using one speaker to
represent 0 degrees longitude and assuming 45-degree spacing
between adjacent speakers, a line is calculated from each
longitudinal data point to its surrounding speakers. Using a unit
circle and allowing 1 to represent full volume, the inverse ratio
between the two lines controls the volume data for the two
speakers, each assigned their own instrument in the SCOM
language. The longitude data places the musical note at a
specific location along the perimeter of the room.
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Reference to the data sets that control the musical variables
will be referenced in the following manner throughout this
paper - order : pitch : loudness.

Flexibility exists to invert values or retrograde the group.
Inverting values exchanges low values with high values
symmetrically around the center. Retrograding the group
simply reverses the order. These manipulations preserve
symmetry and do not distort the relationships between data. It
simply allows the data to be heard from a new perspective.

4.2. Making beads

The process begins with selecting the data categories, then
selecting which ordered combination of three (3) categories
should be used as input to the sonification algorithm. There are a
huge number of possible comparisons that can be made between
three variables when each variable can have multiple values.
Time and patience preclude examining every possibility.

The strategy above suggests that categories be selected by
the following criteria:

1. Select categories of scientific interest.
2. Select categories that create useful musical constructs.

Creating useful musical constructs would include musical
streams that ascend and get louder, descend and get quieter,
descend and get louder, ascend and get quieter. These can be
useful patterns, but the greater point is; what aesthetically
interesting patterns lie within the data that await to be
discovered?

To create the basic musical tools (i.e. crescendo and
decrescendo), data categories were selected where one might
intuit a strong correlation, positive or negative, since inverting
the relationship is an option. With one category mapped to the
order control list, the other can be mapped to either pitch or
loudness to create the desired result: a strong positive
correlation between order, pitch and loudness should produce a
pattern that, on average, gets louder and higher in pitch over
time, an ascending melodic line with a crescendo. Of course
intuition and reality do not always agree. Some of the actual
results are described in the analysis of the composition.

To create streams that do not conform to the shape of these
basic tools, categories had to be intentionally selected that
would intuitively seem to lack strong correlation.

Since creating the sonifications with the algorithm
essentially meant typing in three names and executing the code,
it was like a bead making machine. Different categories were
simply entered into the execute file to control the musical
variables and the files were run on the computer. The results
were examined. Results that were aesthetically pleasing were
kept. Those that were not were discarded.

Fifty (50) sonifications were retained in the final pool.
These were examined and reexamined to the point that they
were becoming learned. Descriptions were notated with each
name. With the sonifications at hand, assembling them into a
musical composition could begin. A total of eighteen different
combinations of data ended up in the final composition.
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5. COMPOSITION

The sonifications tended coalesce into groups; the successful
basic tools, short groups with internal patterns, longer more
complex groups, often with embedded subgroups forming
internal patterns.

In order to facilitate the linking of one sonification with the
next, care had to be taken to consider the beginning and ending
characteristics of each.

5.1. Form and analysis

The composition is created in three (3) continuous movements.
The shape of the form may be visualized as a horizontal hour
glass, in that the more free, more random, and more complex
material is used to surround a more restricted internal movement
created by a select group of ostinati. The internal structure
mixes binary and ternary elements. There is a significant amount
of interleaving of material between and within movements. The
total duration is 9’ 19”.

5.1.1. First Movement

The first movement is subtitled Jazz Licks. It begins with a short
introduction using the grand-piano timbre; a ten (10) second
pass that plots longitude against longitude to control order and
pitch creates an ascending glissando that starts at zero (0)
degrees longitude and traverses counterclockwise the
circumference of the room. This is to help orient the listener at
the beginning of the piece. The notes are accented by military
spending data positively correlated with loudness, i.e. higher
spending equals louder notes, to create aesthetic and scientific
interest. The controller set, computers : fertility : hiv-rate, with
the loudness control inverted, creates a strong descending line
with an embedded sequence. The descending line indicates a
negative correlation between the number of computers in a
nation and the fertility rate. The overall low rate of HIV
infection throughout the world provides relatively consistently
high loudness values when inverted. Longitude : energy : co2-
emissions creates a complex line that spins around the room. A
strong correlation between CO2 emissions and energy use per
capita produce higher notes that are consistently louder that
lower notes.

At this point, the timbre changes to acoustic-guitarnylon.
Female-literacy : male-literacy : hiv-rate creates a sparse,
ascending accented line. The degree of smoothness of the
ascent indicates the strength of the positive correlation between
male and female literacy rates. The accented notes indicate
countries where HIV rates are high. Computers : fertility : hiv-
rate create a complementary descending line. Whereas the
descending line was strong when the this combination was used
in the piano, here it is quieter, but accented by the high HIV
rate countries.

The last three sonifications of this movement use a fretless-
bass timbre reminiscent of the late Jaco Pastorius. Computers :
gdp-per-capita : co2-emissions creates a line that starts low in
pitch. There is a bit of a sequence in the beginning, along with
some nice jazz-like accents provided by the CO2 emissions
data. Again, the rising line shows a positive correlation. The
degree of smoothness of the melodic line (the less it bounces
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pitch-wise) indicates the strength of correlation. Fertility :
Female-literacy : co2-emissions creates a complimentary line
by maintaining the same accent structure, but now finding a
negative correlation between fertility rate and the level of
female literacy. The fertility : infant-mortality : gni-percapita
sonification creates an extended line with internal structure.
Some relatively extreme loudness variations at the end of the
sonification helps to create a perceptual cue akin to a musical
cadence to close the first movement. This final phrase will
return at the end of the third movement as the final phrase of
the piece, thus rounding the form. The duration of the first
movement is 2° 05”.

5.1.2. Second Movement

The middle movement (I’Ostinati) is created from four (4)
sonifications, each repeated to become an ostinato. The four
controller groups are - military-spending : gdp-per-capita : co2-
emissions, military-spending : male-literacy : computers, hiv-
rate : male-literacy : female-literacy, and the retrograde of
military-spending : male-literacy : computers.

The patterns are repeated and interleaved to attempt to
satisfy the aesthetic need for repetition and variation. The
movement is bisected by timbre; orchestral-harp for the
antecedent and vibraphone for the consequent. The pattern is:

aaaaa bbbb aaa cc bb || bb aa ccc bb cc ddd bd aa cc

The harp timbre returns with the ‘a’ parts near the end of the
consequent section. No alterations to the sonifications were
made to create rhythms or pitch collections. Since the
sonifications here are not rising and falling lines, one should not
be listening for correlation in this movement, but rather the
focus should be the data points that group together into patterns.
It may be that some unexplored variable or relationship in the
real world is responsible for creating the pattern that we hear in
the musical world. The duration of the second movement is 3’
127.

5.1.3. Third Movement

The Percussion Finale begins by borrowing the ostinato idea
from the second movement. The perceived 4/4 common time is
a result of the sonification. The respite from the odd meter is
extended by repeating this pattern. The pattern is created by
inverting the loudness control of the military-spending : hiv-rate
: computers controller set. Xylophone, woodblock, and kalimba
timbres are used to explore the same data set with different tone
colors. Note that the placement of the few high pitched notes
indicate high HIV-rates and that the inversion of the number of
computers controls the loudness (fewer computers results in
greater loudness).

Throughout the final, freer section of the third movement,
one should focus listening more on patterns than on correlation.
The listener can draw his or her own conclusions, but the third
movement shows that this method of composition can be quite
effective for creating a percussion solo. It is similar in sound to
some of the music of Iannis Xenakis, known for his exploration
of stochastic composition. This section starts with the
woodblock. The first of the two sonifications is the retrograde-
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inversion of fertility : sanitation : child-mortality. To unravel
the comparison, the ordering is from high to low fertility. High
sanitation rates produce low notes and vice versa. A strong
positive correlation between the ordering controller and the
pitch controller creates an ascending line. A strong positive
correlation between the ordering controller and the loudness
controller creates a decrescendo. A strong positive correlation
between the pitch controller and the loudness controller means
that the lower notes would be louder. The second sonification
played be by the woodblock is the retrograde-inversion of co2-
emissions : military-spending : gni-per-capita with the loudness
controller also inverted. In this case the loudness relationships
are inverted compared to the immediately preceding
description.

The second instrument in the free section is the synthetic-
tom. This timbre evokes the impression of some of Frank
Zappa’s digital music. It begins with fertility : sanitation :
mortality, similar to the first sonification of the woodblock in
this section, but without the retrograde-inversion. The ostinato
from the beginning of the third movement is then repeated
twice. Next, new material is added by computers: gdp-per-
capita : gdp, with the loudness controller inverted. This is
followed by the second woodblock phrase in the new timbre.
The synthetic-tom finishes with male-literacy : hiv-rate
computers, which creates a crescendo of low notes at the end to
lead into the final section.

The last section of the finale is scored for Taiko-drum. It
begins with computers : gdp-per-captia : co2-emissions with the
loudness controller inverted. This creates a battery of loud low
notes to announce the beginning of the final section. Gdp : gni-
per-capita : gdp-per-capita might imply a rising crescendo, but
is quite more interesting to listen to than one might expect.
Ordering energy use per capita (pitch) and CO2 emissions
(loudness) by longitude with the loudness inverted spins around
the room, but it is not a rising decrescendo as one might expect.

The closing section of the Taiko-drum solo uses the
patterns from the second movement; military-spending : gdp-
per-capita : co2-emissions, hiv-rate : male-literacy : female-
literacy, and military-spending : male-literacy : computers. The
final phrase begins with new material provided by computers :
drinking-water : co2-emissions. This creates a short crescendo
of high notes near the end, signaling the coming of the finale
sonification of the piece. The end of the final phrase of the last
movement is the same sonification as the end of the first
movement, thus rounding the form. The duration of the third
movement is 4° 02”.

6. PERFORMANCE NOTES

The pitch collection is an equal tempered 21 note division of the
octave. This allows for note combinations that may or may not
lie within the chromatic system familiar to most Western
listeners. The rate of presentation is 7.5 notes per second. This
allows for stream formation to be influenced by all of the
musical variables. It is also a comfortable listening tempo that
enables the perceptual formations of faster moving passages of
adjacent notes and slower moving rhythms created by notes
separated in time, but grouped by pitch proximity or loudness
similarity.
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The following adjustments were made to the final audio
files for performance. The last note was trimmed. Echo was
added to the new final note to enhance the ending. For some
reason, certain iterations of sublists were rendered slightly
louder or slightly softer than others resulting is slight changes
in loudness for some sonifications. Since this does not distort
the relationships rendered by the sonifications and actually
creates some aesthetic value, these anomalies were retained,
albeit with occasional attenuation of -3 dB or -6 dB. The second
movement was equalized on a 10-band equalizer with the 40 Hz
and 80 Hz bands boosted 6 dB and the 160 Hz band boosted 3
dB to enhance the melodic stream that creates the apparent bass
line. A stereo mix of the eight sound files was also created.

7. CONCLUSIONS

Though there are many possible approaches to the sonification
of data, there are likely even more strategies for using
sonification to create music. One can imagine controlling such
musical parameters as spectral envelope, harmonicity, pitch
weight, duration, ADSR envelope, sonorous structures (chord-
like structures), scales, tonal systems, repetition patterns,
contour, granular synthesis controllers, etc. For the scientist, it
may be possible to search for correlations and patterns between
multiple sets of data, each set mapped to a domain of musical
information. Yet, even a simple rendering of data to the most
basic music controllers, with little need of constructing higher
order musical architectures, is sufficient to produce aesthetically
satisfying material. Such approaches can produce results that
present data in a relatively clear manner, retaining its usefulness
possibly even to the point of creating a new manner of
investigating the real world. A pattern is a pattern is a pattern.
There is no reason we should be less inclined to investigate a
pattern that we hear than we are to investigate a pattern we see
on the page. At the same time, the material can be presented in
an aesthetically interesting way that may bring some pattern to
the attention of others. Taken a step further in the artistic
direction, such investigations may provide the successful basis
for purely musical work without regard to scientific rigors. What
remains to be seen is how the interaction of art and science will
play out as inspiration and in result.
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ABSTRACT

road, river and rail is not only a musical composition in the

usual sense. It is also a sort of multi-interaction on different source

. . . . concrete sounds:
levels between real and virtual life. These interaction-levels bell sounds of
comprise, not only a performance-interaction, but also an forean temples
interactive creation by the composition as well as by the l
interpretation.

VIRTUALITY REALITY

The concepts of reality and virtuality are here applied to the two s,:::ff::.;,g

(Fourier)

sides of the composition: the acoustic and the electronic one.

The source of the work, which comes from the reality (bell / \

sounds of Korean Buddhist temples), will be analyzed through a
Fast Fourier Transform (FFT) in order to provide the structural electronic | < instruments
materials as well as the form organization of the composition.

The structural materials (the frequencies of the sound's partials) l

steer the control of the recorded sounds of the instruments and process _ _ process
so will be formed the electronic, the virtual part of the il P | cton
composition. The instruments interact with the raw materials

and with the electronic in a structural level. l l
Both parts of the work (the real one and the virtual one) will be j';:f':’u';': p | Instruments
processed with various systems whose handlings also interact in tracks performance

reciprocal form. \ /

The final product of the processes will be the digital audio-

tracks (virtual) and the score (real). By the performance, the
electronic will interact with the musicians (score), modifying ( audience )
the interpretation of the work in a controlled manner.

The audience will be the observer of the last step on a chain of
interaction processes, a sort of feedback without the perception
of the dry signal. They will be confronted at the same time with
the virtual part of the work (electronic) as well as the real one
(score-musicians). The listener will also go through a sort of
live-interaction, which will be processed as a perception in a
subjective way.

The last step of the interaction-chain will be also controlled
through the spatialization of the electronic: the audience and the
musicians will perceive the electronic in a dynamic movement
through the room, which will also influence the subjective
recognition of the audio data and so the final impression
(audience) and the interpretation (musicians).
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ABSTRACT

Written with form as the resultant of a process that creates
sections of similar and contrasting elements, Protolith was
written in celebration of the ICAD 2010 conference specifically
for percussionist Nobue Matsuoka-Motley. The concert at the
conference marks the world premiere of the piece.

1. PROGRAM NOTES

Protolith attempts to derive formal structure by creating sections
of music with unified global parameters (spatialization, rhythm,
tempo, and meter) and juxtaposing them with elements of
contrasting types (decreasing tempo vs. continuous tempo,
unmetered vs. metered, close vs. far). The sections of similar
and juxtaposed elements form the basis of the piece. The
overall unifying parameter of the piece is timbre. Protolith
refers to the lithography of a metahorphic rock. Metamorphic
rocks can be derived from any other rock. They therefore have
a wide variety of protoliths.

Protolith was written using various software synthesizers,
resonating filters, convolution processes, and sounds and effects
created with electronic and recorded sound, assembled in Pro
Tools, and spatialized with VRSonic's Vibe Studio

software. Sections were assembled independent from each other
and combined to form the global structure of the piece.

2. VIBE STUDIO

Protolith employs VRSonic’s Vibe Studio in order to simulate
realistic 3D environemtns though which the sounds of the piece
travel.  “VibeStation is a first of its kind virtual sonic
environment design and runtime application. It provides a
comprehensive editing suite for creating and incorporating
spatial audio content into exhibition, post-production, lecture,
immersive theater, or simulation systems. Based on
SoundScape3D technology, VibeStation provides, for the first
time, an integrated design environment for creating virtual
sonic environments.

As a dynamic runtime environment, VibeStation is a powerful
real-time audio simulation tool that allows users to build and
apply realistic audio environments to networked simulations or
research environments with no additional programming.
Connect directly to your simulation using InterfaceLink™
technology and see how immersive audio adds a true sense of
realism.” [1]

ICAD-185

3. ABOUT THE PERFORMER

Nobue Matsuoka began studying marimba at the age of ten with
her aunt, Kayoko Kito in Nagoya, Japan. She came to the United
States in 1989 and studied percussion at Loyola University in
New Orleans with Jim Atwood of the Louisiana Philharmonic
Orchestra. She won the Aspen Music Festival Percussion
Competition in 1994, became the national winner of the 1995
Music Teacher National Association Young Artist Competition
in Percussion and graduated from Loyola with honors. In 1998,
she received a master’s degree in percussion performance from
Southern Methodist University where she studied with Douglas
Howard of the Dallas Symphony Orchestra.

As an active orchestral percussionist, Nobue's professional
career includes performances with the Louisiana Philharmonic
Orchestra, the New Orleans Opera, the Dallas Symphony
Orchestra and the Nagoya Philharmonic Orchestra in Japan. She
was a semi-finalist for the Buffalo Philharmonic and the
Houston Symphony and a finalist for the Nagoya Philharmonic
Orchestra. In 2003, the Gambit Weekly of New Orleans,
honored her performance "Sticks and Strings 11" with the
Tribute to the Classical Arts Award for Best Chamber
Performance.

She has worked for Google, Inc. as a Japanese Quality Rater, a
Reference/Technical Services Librarian at Notre Dame
Seminary and a Public Services Assistant/ILL specialist at
Loyola University in New Orleans. Nobue recently moved from
New Orleans, LA to become the Music/Performing Arts
librarian at American University in Washington, DC. [2]

4. REFERENCES

[1] www.vrsonic.com

[2] http://www.musicacademyonline.com/performers/nobue.ph
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ABSTRACT

The goal of gait biometrics is usually to identify individua
people from a distance, often without their knowledge. Ashsu
gait biometrics provide a source of data that ties a visilliéepn
of motion to an individual. We describe our work to convereon
particular biometric gait signature into a rhythmic souradt@rn
that is unique for different individuals. We begin with a cana
viewing a person walking on a treadmill, then extract a please
figuration that describes the timing pattern of motions & dit.
The timing pattern is then converted to a rhythmic percuspit-
tern that allows one to hear differences and similaritie®sg a
population of gaits. We can also hear phase patterns in ingait
pendent of the actual frequency of the gait. Our approachdavo
the inconvenience and cost of traditional motion capturthods.
We demonstrate our system with the sonification of 25 gaits fr
the CMU Motion of Body database.

1. INTRODUCTION

Gait is ubiquitous: it is important for personal mobilitypcawe
frequently observe the gaits of the people around us. Owrebs
vations of gait are usually visual but are occasionally audie
often feel that we can identify a friend from afar by viewirtngir
gait. Familiar colleagues produce sounds through theitsteps

in the corridor that we recognize even when we cannot see.them

This paper presents some of our work aimed at finding cororeti
between gait and sound. While our motivation is largely Hase
curiosity, the conversion of human motion to sound has piaten
applications in athletics and therapy.

An obvious approach to gait sonification is to start with a mo-
tion capture system to acquire temporal signals correspgrod
joint trajectories of a person as they move. Motion captera i
well-developed technology, offering accurate joint tcajeies in
real time. However, motion capture has some disadvantiges.
tion capture is expensive (at least with respect to the appsrve
propose in this paper). Video- and marker-based systensreeq
that all motion be performed within the field of view of a set of
cameras. Motion that covers large distances requires nmemy c
eras resulting in increased costs. It takes time to attachmtrkers
to a subject. An alternative to video and markers is to attmeh
sors to the body (even more time-consuming than markers), bu
this can interfere with the motion of a subject and even bgelian
ous for some athletic activities.

Past interest in gait biometrics suggests methods of ainglyz
gait without conventional motion capture [1]. This is besathe
use of markers or sensors on a subject’s body would not bé&iprac
cal for biometrics. Furthermore, biometrics by necessitgl fiari-
ations in gait that can identify individuals. Thereforeaibiomet-
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University of Calgary
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Figure 1: Schematic of phase-locked gait sonification sysfene
system captures video images of a subject walking on a triladm
and then builds a biometric signature based on the phasegeonfi
uration of the gait. The system then sonifies the gait sigeatu
allow a clinician and the subject to hear the phase relatipssn
the gait.

ric gait recognition can produce data unique to an indivigast,
it should also be possible to sonify that data to produce adou
that uniquely corresponds to that gait.

Figure 1 shows the gait sonification system that we propose.
A camera views a person walking on a treadmill, but there are
no markers or sensors placed on the body. The system builds a
biometric signature from which it extracts phase data teatdbe
the relative timing of motions within the gait [2]. As phasgrals
pass thresholds, the system triggers percussion eventedaqge
a rhythmic portrait off the gait. We demonstrate the systeth w
gaits found in a database intended for testing biometritesys. It
is possible to hear the differences and similarities amaits g

2. BACKGROUND

2.1. Sound and Motion

Many have investigated relationships between human matiah
sound. Effenberg [3] and Effenberg and Melzer [4] descrilethm
ods for sonification of human motion. They measure the maifon
subjects using a variety of methods including a motion aapand
pressure-sensitive plates. They display properties ofj#titesuch
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as force, velocity, and acceleration of body parts by codia
values to pitch. Higher pitches indicate faster velocitiegigher
accelerations. Effenberg concludes that augmenting thealdis-
play of the motion with sonified data allowed observers tddvet
estimate some motion parameters. Schaffert et al. [5] enathie
use of sonification in training elite athletes. Vogt et a].déscribe
a sound feedback system in which a subject “triggers andasnt
sound parameters” with movement. Some studies descrihesthe
of musical rhythms to influence gait [7, 8]. In these studses)-
jects try to match external rhythms to their gait patternleviain
observer records their success. The observations focuBgadm
the heal strike and ignored the remainder of the gait. Thiysisa
and observations relied on manual interpretation of tha.dat

2.2. Gait Biometrics

Biometric systems extract features from people such asrfinge
prints, patterns in the iris and voice properties, to formmuenar-
ical signaturethat is unique to an individual. The signature can
therefore be used to recognize individuals or verify thedamitity.
While the primary goal of biometric systems is recognitiord a
verification, the extraction of unique physical features applica-
tions in other areas. Since our goal is to produce soundselzae
to how individual people walkgait biometricsoffer methods that
can extract from a gait precisely the information we need.
Recent interest in biometrics that can be collected covestl
sulted in the publication of a plethora of methods for gaintét-
rics [1]. This desire for covert acquisition means that dpdt-

June 9-15, 2010, Washington, D.C, USA

and are recorded by multiple cameras from different vievéng
gles. Samples for each subject show walking slowly, wallérsg,
walking on an incline, and walking while carrying a ball. Bac
sequence contains images covering 10 seconds of time, sdiaupl
30 frames per second.

3. GAIT BIOMETRIC SONIFICATION SYSTEM

Our gait sonification system (Figure 1) consists of thredspar
video gait capture, computation of the biometric signatarel the
sonification of that signature. This section describesetitesnpo-
nents.

3.1. Video Gait Capture

Our testing was based on the subset of the Mobo database that
shows theast walkfrom the side. The side view best reveals the
leg, arm, and body motion in the gait. We restricted oursetee
thefast walksamples only so that we would have a consistent way
to compare the gaits of the 25 individuals.

While it is possible to compute the biometric signatures
from figures against an arbitrary background, an initial fiégto-
background segmentation forces the amplitudes of pixdll@sc
tions to be uniform. The MoBo database provides all sequence
with segmented figures. If one wishes to move beyond the MoBo
samples, chroma-keying or any of a number of background sub-
traction methods published in the computer vision literatcan
perform this task.

metrics do not use markers or sensors placed on the body, as is
normally required by a motion capture system. The absence of

markers and sensors frees a gait analysis system to be uted wi >-2- Biometric Signature

more versatility, and at lower cost.

A critical property for the perception of gait, and indeed fo
producing a gait, is phase locking [9]. This means that th®ua
body parts that are moving periodically in the gait are mgwan

the same frequency and with a fixed phase difference. For-exam

ple, the left and right legs operate in opposing phases, i r
arm swings in phase with the left leg, and the full extensibthe
shin (knee lock) normally happens slightly after the fordvax-
tension of the thigh. Subtle variations in these phaseioeistips
can provide clues to identity, a fact that is exploited by &§¥].

The biometric signature is thghase configuratiorproposed by
Boyd [2], and summarized in the following.

3.2.1. Video Phase Locked Loops

A phase-locked loop (PLL), shown in Figure 2(a), is a corgya-
tem that synchronizes the oscillations imatage-controlled oscil-
lator (VCO), uz, to an incoming oscillating signal,. The VCO
has a center frequency, i.e. the frequency at which it egesl
when the input is zero. A change in the input to the oscillator

Boyd uses an array of phase locked loops to determine thephas changes the frequency of its oscillations. Note that the teslt-

of pixel-intensity oscillations in a sequence of video irea®f a
gait. Given that the pixels are alternately covered and vereal

by body parts as they move through the gait cycle, the phase of

pixel intensities is directly related to the phase of motidrthe
corresponding body parts. Tiphase configuratiof a gait acts
as a biometric signature for recognition, and can also mizeg
variations in gait across individuals such as walking onretine
versus on a level surface, and walking fast versus walkiog.sl

2.3. Gait Databases

The biometrics community has provided several publicly- dis
tributed gait databases suitable for testing a variety ifagealysis
methods. Among the best known gait databases are the Uihwers
of California, San Diego [10], Carnegie Mellon Universityotion

of body(MoBo) [11], University of Southampton [12], and Uni-
versity of South Florida [13] databases.

We demonstrate our system with the MoBo database. It con-

tains samples for 25 subjects. The subjects walk on a tréladmi

agereveals the PLL's origins in electrical engineering. For ou
purposes, the oscillator is controlled by a numerical injaiie.

To understand the role of the feedback in the PLL, suppose
thatwu; is a sinusoid at the center frequency of the VCO. The PLL
reaches a steady state whereandus have identical frequency
and phase. The phase differengg, computed by thphase detec-
tor, is zero. Ignoring théoop filter for the moment, the zero phase
difference feeds back to the VCO which continues to oseilktt
the center frequency and stays in phase withNow suppose that
w1 increases in frequency. This will cause the phase differénc
increase, and the frequency of VCO to increase until it nestch
the frequency of:;. In the new steady state, has the same fre-
guency asui, and the phase difference, is constant. Thus, for a
sinusoidal input, the PLL will reach a steady state whereA6©
matches the frequency of, andabase-lockeavith the input. The
role of theloop filter is to remove high-frequency output from the
phase detector that is not related to the phase differermeour
purposes, the PLL is a mechanism to measure and track escilla
tions in images.
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Figure 3: Procrustes analysis applied to shape and phafigwcon
rations. In the conventional application, a shape is reprtes! by

a vector of complex vertices. The shape in (a) is the sameeas th
shape (b) because one is a translated, scaled, and rotasemhvaf

the other. A phasor configuration is also a vector of complern
bers. The configuration in (c) is the same as that in (d) becaus
one is a rotated and scaled version of the other. Rotatidwes/a

Figure 2: Video Phase Lock Loops: () the feedback loop used t @bout the origin so translation is omitted.

lock on to the oscillations in a single pixel, (b) sample rapuit
image with four points selected, (c) the magnitude and (ésph
of the corresponding oscillations in the video sequenag (@nthe

phasors(phase vectors) corresponding to the four selected points.
As the gait proceeds in time, the phase vectors rotate counte

clockwise.

A video phase-locked loop (VPLL) is simply an array of in-

our sonification of the gait.

3.2.2. Directional Statistics

The VPLL operates an array of PLLs independently. In practic
variations in the position of the walker on the treadmill otime,
sporadic errors in background subtractions, and spuribasges
in the gait (e.g., as the subject raises an arm) all affecptiase

dependent PLLs, one for each pixel in a video sequence. Eachmeasurements at some pixels. The PLL tracks these faithfwit

component PLL locks onto the the oscillations at its positiothe
image. Since the gaits are themselves phase locked, theooemip
motions of the gait oscillate with the same frequency. Tioeee
the PLLs in a VPLL all lock to the same frequency, i.e., the-fun
damental frequency of the gait, and the relative phasesedPth
oscillators are the relative phases of oscillations in tieighage.
The array of phase measurements for a video sequengehizsa
configurationthat can be used as a biometric signature.

Figure 2(b)-(e) illustrates the VPLL in operation. Figu(®)y?

when transformed into a sound, we hear the anomalies mane tha
we hear the gait. To prevent this, wibalizehe phase configura-
tions by averaging over time. Given that the phases aretitirec
that vary over time, we usdirectional statistics

Procrustes shape analysis is a method in directional titatis
[14] that can summarize (by finding means) and compare (using
distance measures) shapes. We can represent a phase @ timin
pattern in a gait as a set of directions, which is mathemigtica
equivalent to a shape, making Procrustes analysis a useiifbr

shows a single frame from a video sequence of a person walk-analyzing the phasor patterns that emerge from gaits.

ing. A VPLL locks onto the oscillations in each pixel to pragu

The following is a summary based on Mardia and Jupp [14].

two images: a magnitude image (showing the magnitude of the Describe a shape in two dimensions using a vectdr obmplex

oscillations, Figure 2(c)), and a phase image (showingefaive
phases of the oscillations, Figure 2(d)). We can use theagem
as a whole, or examine the phases at select positions. R2¢eye
showsphasors(phase vectors) for the points delineated in Fig-
ure 2(b)-(d), plotted on a unit circle. The phasors rotatih the
gait making one rotation per stride in the gait. It is the tieéa
phases that are useful as a biometric, and that we want tdrhear

numbersz = [z1, 22, . . ., z]", called a configuration. Two con-
figurations,z; andzz, represent the same shape if by a combina-
tion of translation, scaling, and rotation, their configimas are
equal, i.e.,

alyg —|—BZ2, Oé,ﬁ cC
3",

N
N
Il
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as shown in Figure 3(a) and (b). That ésl, translates., and
|3| and/ 3 scale and rotate,. It is convenient to center shapes by
defining the centered configuration= [u1,uz, . .., ux|", u; =

z — z,andz = 3 2;/k. We can find the mean of a setof
shapes by finding the that minimizes the objective function

miél‘ZHM—Oéjlk - By % @
XG5 J=1

To find « we compute the matrix
@

TheProcrustes mean shapg, is the dominant eigenvector 8f,,
i.e., the eigenvector that corresponds to the greatestwiges of
Su.

Although Procrustes shape analysis is intended for trgatin
two-dimensional shapes, it is easily adapted to handlirgove
of phasors [2]. A vector of complex phasors, or a phasor config
ration, is equivalent to a shape configuration, as illusttah Fig-
ure 3(c) and (d). Shapes are invariant through translasiceling,
and rotation. Translational invariance is achieved bygitie cen-
tered configuratiom. When using phasors the issue of translation
becomes irrelevant. All phasors rotate about the origin; 0i,
at the entrained frequency, and the configuratiangre already
centered, i.ez = u.

3.2.3. Mean Configuration as Biometric Signature

In the examples reported later in this paper, we produceradtiic
signature that is a mean phase configuration for each sudyj¢lce
following steps.

1. Allow the VPLL time to lock for the first 100 frames of a
sequence.

. Align the VPLL output for the next 40 framed.8s at
30fps) so that the oscillating figures have a stationary cen-
ter.

. Crop and resample the oscillating region to 21 by 21 pixels
The lower resolution makes the computation of the eigen-
vectors ofS,, tractable.

urations by computing the eigenvalues and eigenvectors of
Su.

The end resultis a biometric signature that is 441-elemampbex
vector representing the relative phases of pixel osailtegiin the
observed gait.

3.3. Sound Generation

Figure 4 describes the process by which we convert the gait bi
metric into percussive sound. First, we expand the biometg-
nature in time to form a periodic sequence using

©)

t
Hz(t) = (@Z + 27T%) mod 27,

whered; is the phase of thé" element of the biometric signature,
andd;(t) is the value of the corresponding element expanded at
timet=0,1,...,19.

. Compute the Procrustes mean over the 40 21-by-21 config-
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Figure 4: Methods for sonification of the gait signature. Tae
procrustes mean configuration is expanded in time and sdmaple
selected points. Pixel values correspond to a phase in tigera
[0...27). (b) The temporal signal at the selected points is a phase
ramp in time. (c) As each phase signal crosses a phase thighso
the system triggers a percussion event. The resulting sizuad
rhythmic pattern synchronized to the gait and correlateth tie
individual gait.

When sonifying the biometric signature, we pl&y) at 3dps
Note that Equation (3) forces the expanded sequence to have a
period of 20 samples. Viewed at 8tk this corresponds to a stride
period of 0.68, a value within the range typical of human gaits.
Consequently, all sonified sequences have the same gaiefiey
and the similarities or differences we hear are due onlydptiase
information, not the frequency of the individual gaits. tig 4(a)
shows a single frame from an expanded sequence.

Then next step is to extract the phase at selected positions i
the gait. We have no rules about which points to select, bortder
to compare gaits, we must be consistent across our set @fcsibj
We opted for three positions within the biometric signature

1. the forward extent of the knee motiah (t)),
2. the forward extent of the foot motiofiy(t)), and
3. the rearmost extent of the foot motiaf (¢)).

Figure 4(a) shows these positions. Equation (3) forceseimpo-
ral signal at the sample points to form a ramp with a periodQof 2
frames, and relative phases determined by the biometmagige,

¢, as shown in Figure 4(b).

The last step is to trigger percussion sound events & (g
02(t), andfs(t) cross a reference phase, Figure 4(c). In this case,
the reference phase is(or 0.5 normalized to the circumference
of the unit circle).

4. IMPLEMENTATION AND TESTING WITH MOBO
We implemented the biometric signature computations and
the temporal expansion (Equation (3) in Octavetd://www.-
gnu.org/software/octavie/ The expanded sequences were then
stored as movie clips, each 20 frames in duration, showiigges
cycle of the expanded biometric signature.

A Pure Data (PDhttp://puredata.infoj patch does the final
steps of the sonificatiorGemextensions to PD read the 20-frame
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clips, playing them cyclically. Custom extensions writtarboth

C andPythonsample the video and implement the phase triggers.
The PD patch produces a synthetic drum sound in response to th
phase triggers.

We manually selected three positions as described above for
each of the 25 sequences from the MoBo database corresgondin
to a side view of the fast walk. The system allows us to switch
subjects (recalling the manually selected positions).egrpent
with different sample position and sounds, and to recordltres
ing sounds. All of this can be run on a current generatiorofapt
computer with suitable headphones or speakers.

5. DISCUSSION

While experimenting with our system, we identified rougteéyen
groups of distinct rhythmic audio pattern. The groupingubjsc-

tive and we do not know whether or not other observers would
make the same groupings. It is, however, reasonable to say th
there are distinctive patterns, but that the patterns asgcific
enough to easily resolve all 25 subjects. This is consistgttt
Boyd’s observation that as a biometric, the phase infolonaitds
modest but measurable improvements to the recognitionddf in
viduals [2].

If we adjust the playback rate of the sequences so that they
match the frequency of the original gait, we get a much diffier
impression of the variations in gait. As suggested by Kud,[15
body mass and dimensions affect gait frequency. Therefdren
we extract phase only and ignore the frequency informatios,
remove an important part of what disambiguates gaits. kibgps
a strength of our approach that we can separate these asptws

gait.

Computing a gait signature off-line, then playing back for
sonification has limited practical use. For real value, westmu

compute and sonify in real-time to give immediate feedbadké

person walking or perhaps to a clinical observer. While weeha

experimented with this, it is inherently more difficult to &t the

following reasons.
1. Aperson’s position on a treadmill tends to change gragual

as they drift forward and backward over time. For real-time [12]

sonification, this tracking has to be done reliably in real-
time.

A mechanism is necessary to find the selected sample po-
sitions reliably and continuously in light of the tracking
problem mentioned above. Furthermore, variety in body
and gait dimensions also confounds automatic selection of
sample positions.

The stability of the sonified rhythm is improved with Pro-
crustes averaging. As implemented, this is slow and we
have reduced the spatial resolution of our data to com-
pensate. Methods for efficient on-line computation of the
eigenvalues and eigenvectors would ameliorate this.

Traditional motion capture methods may solve some of theste p
lems, but they do so with high-cost equipment and a loss of con
venience.
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ABSTRACT

Cervical cancer is one of the most preventable forms of the
disease thanks to the fact that pre-cancerous changes can be
detected in cervical cells. These cells are examined visualy
under microscopes, but the objective of this project was to
ascertain whether their examination could be improved if the
visua inspection were accompanied by an auditory
representation. A number of different sound mappings were
tested. This paper aso traces the way the sound experiments
evolved in parallel with the underlying research on cell image
analysis. The main conclusion is that in this kind of application,
the important parameters to sonify are the ‘badness’ of the cell
and the reliability of that rating, and some likely sound
mappings to convey this information have been identified.

1. BACKGROUND

Cervical cancer is a dow onset disease whose precursor signs
can be detected by inspecting visually, under magnification,
samples of cervical cells. The UK National Heslth Service
(NHS) cervical screening program organizes in England the
collection and inspection of about 4 million samples each year
[1]. It is a highly successful program which saves an estimated
4,500 lives each year in England [2].

The work described in this paper is part of a project which
ams to produce an auditory representation of the visual
information contained in the sample dides, as a means of
increasing the number of clues on which the cytologist (medical
person working on cell analysis) bases his’her decision on the
normality of the sample. The ultimate am is to improve the
accuracy of screening, thereby to reduce the number of errors
(false negatives and false positives) and hence to improve
efficiency, reduce stress and in some cases to save lives.

In order to achieve this, a mapping from the existing
(visual) data to sounds had to be devised. This paper describes
a number of approaches that were tested. It represents work-in-
progress. Thereis not, as yet, an optimum sonification tool, but
it is felt that lessons have been learned along the way that will
be of use to other researchers. The work illustrates some of the
problems of making decisions in the vast space of sounds as
well as some of the practicalities of developing sonifications in
parallel with research on the phenomenato be sonified.

“Cytology Department
Leeds Teaching Hospitals NHS Trust
Britannia House
Morley,

Leeds UK LS27 0DQ

2. REVIEW

The practice of medicine can be very much a multi-modal skill.
Traditionally doctors have relied on touch, smell and hearing as
part of the diagnostic process and many are skeptical of the
modern trends towards purely visual and numerical approaches.

The stethoscope is an example of the medical use of sound.
It is not a sonification, as such, since it directly presents
existing sounds (there is no data transformation involved) but
nevertheless it demonstrates the power of sound in this context.

Experiments have been carried out on the use of
sonification in medical applications. An excellent summary of
these was presented in a tutorial by Hermann and Baier at
ICAD 2006 [3].

As suggested above, modern medicine relies to a great
extent on visual representations of data including the kinds of
line graphs generated by machines such as electrocardiographs
and electroencephal ograms (ECG and EEG) for heart and brain
monitoring. Physicians learn to recognize patterns in these
traces which are indicative of particular conditions. A number
of researchers have investigated the power of sonified
alternatives, in which the doctor may hear the crucial patterns,
including ECGs [4] and a number of different attempts to
sonify EEGs [5-9]. Electromyography (EMG) is a similar
technique for evaluating and recording the activation signal of
muscles, and these have also been sonified [10].

Sonification has been applied to the identification of
diseased tissue in magnetic resonance imaging (MRI) images
[11]. Another experiment was relevant in that it was concerned
with the identification of malignancy [7]. This uses a vocal
encoding. Grayscale images are reduced to a vector of three
values per pixel, ‘the first denoting the probability that the pixel
belongs to an abnorma nucleus, the second being the
probability that the pixel belongs to a normal nucleus, and the
third being the probability that the pixel does not belong to
nucleic tissue’ (ibid.) These values are used to control
parameters of vocal tract models in generating vowel sounds.

A previous attempt to sonify cells was carried out by
Nattkemper and colleagues [12]. They investigated multi-
channel fluorescence images of cells in a blood sample,
whereby the intensity values identify the presence of a molecule
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via immunofluorescence. Their sonification was also vocal-
related, based on the mapping of data vectors to diphones,
thereby generating ‘artificial words'. Testing was carried out
with non-biologist participants under three conditions: visual,
auditory and combined. Participants had to match sample cells
to a reference cell and classify them as either identical or
different. These were then scored as either correct, false
positive or false negative.

Results showed no difference between the three conditions.
However, this result should not be discouraging. Aslong as the
combined results are no worse than the (conventional) visual
method, there is scope for improvement. In particular
Nattkemper et al. were working with non-experts. Furthermore,
they were being tested under artificial conditions. In a more
realistic environment, where technicians are examining samples
for hours at atime, the use of multiple channels might prove to
make a difference.

3. INTRODUCTION TO THE PROJECT

It is important to clarify the aims of this project. The idea is to
support the human cytologist in making decisions about the
cells under review; it is not to provide automated classification
of the cells. There are viable approaches to automated screening
of cervica cdls (e.g. [13]). In practice these can be used to
screen out clearly normal samples, but when it comes to making
more difficult discriminations, human operators are till
required.

By the same token, sonification in this context cannot refer
to the generation of an alarm when an abnorma cell is
encountered. To be able to do that would amount to automated
screening.

Rather, the idea is to present the cytologist with additional
information which is either not present in the visua image, or is
hard to discern within it. Additional information can come from
sources such as:

e the direct computation of certain cell statistics (size of
cell, size of nucleus, etc.), which the cytologist needs to
estimate using his/her experience;

e the microscope magnification power used to produce the
audio, which could be higher than that used while
screening;

e the use of image enhancement methods, for instance
contrast enhancement, on particularly dark regions of the
slides.

The auditory field is envisaged as a complement to the visual
field and matching the cytologist’ s screening pace.

The project involved a number of different aspects. Much
effort was expended on processing the visual images in order to
extract the information to be displayed in the auditory form. It
was also necessary to find a suitable auditory mapping to
display that information and it is this latter aspect which is
presented in this paper.

A number of different approaches were investigated. These
reflect development of the ideas, but also the fact that the
objectives changed as the paralel research on the cell analysis
changed. That is to say that ideas developed as to what was to
be conveyed in the sounds. This paper thus represents a review
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of the development of the sonification strategies. It is hoped
that the reader will learn about some alternative approaches to
sonification, the tools that were used to create them and our
lessons from coping with the shifting sands of research. Further
details of this research can be found in [14].

4. BACKGROUND

Cervical cancer takestime to develop. There is usualy a period
when some of the cells lining the cervix develop abnormal
changes but are not yet cancerous; these can give rise to
cervical cancer later on. Doctors can pick up these changes
through screening, and a simple treatment can prevent cancer
developing.

Women who get cervical cancer have had past infections
with a high-risk strain of HPV (Human Papilloma Virus, or
wart virus), but the vast mgjority of women infected with these
viruses do not go on to develop cervical cancer.

A vaccine to prevent HPV infection has now been licensed
for use within the European Union. This vaccine prevents
againgt the strains of HPV that are most likely to cause cervical
cancer. However, it is not complete protection against al
strains. Also, as it takes between 10 and 20 years for a cervical
cancer to develop after HPV infection, it will still be important
for women to carry on with cervical cancer screening.

Nowadays, cervical cancer amounts to 10% of all cancer
cases diagnosed in women worldwide, with around 2,880 new
cases diagnosed in the UK every year.

Thus cervical cancer represents one of the most preventable
forms of the disease and regardless of the development of
vaccination, screening is going to continue to play avital part.

Women take part in the test by making a visit to their
general practitioner’s surgery or to a family planning clinic,
where a doctor or a nurse sweeps around the cervix with an
implement to collect a sample of surface cells. The sample is
then either smeared and fixated onto a glass dlide (smear
method) or preserved in a fluid (Liquid Based Cytology
method) and sent to a laboratory. Women should receive the
test result within 6 weeks from the date of the test®.

At the laboratory, the samples are stained with the
Papanicolaou (‘Pap’) stain. As aresult of the staining process,
the cells and their major components (cytoplasm, nucleus) are
made visible. The sample on the slide is protected by a glass
cover strip. All dlides are labelled and matched to a patient
database. The staining process is described in some detail in
[15].

Across the UK, the preparation method used for smears is
the Liquid Based Cytology (LBC) method — which gives better
qudity dlides. The term ‘smear’ is frequently given a general
meaning that includes both smears and LBC dlides.

The dlides go through a strict screening process, whose
aims are 1) to detect any abnormal cell changes, 2) to assess the
type and severity of abnormal cell change when it is observed,
and 3) to report the presence of a number of infectious agents,
when detected.

1http:// info.cancerresearchuk.org/cancerstats/types/cervix/index.htm
2http://cancerscreening.org.uk/cervical findex.html
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The number of cells per dide varies, depending on a
number of factors, but it is usually of the order of 40,000 to
10,000. See Figure 1.

Two screening modes are used: the full screen where every
cell in the slide must be inspected, and the rapid screen, used in
qudlity control reviews, where only a reduced number of fields
of views are inspected. Full screenings should be processed at a
rate of 8-12 dlides per hour and a recommended rapid screen
takes about 60 seconds [16].

In a full screen, the dide is scanned methodicaly, in a
vertical or horizontal fashion and using overlapping fields of
view. The screening of a dide is usualy done a a lower
magnification (x10 or x20), switching to x40 if anything of
interest is present on the field of view. Also, although with the
LBC technique the cells are mostly arranged on the side in a
monolayer, the cells themselves have a thickness that can be
explored by adjusting the lens's focus. The outline of a normal
cell’s nucleus should be regular and unchanging on the whole
thickness of the cell. Cell clumps are aso often inspected at
various focus depths.
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Figure 1. An LBC dlide at x40 magnification. This dide
contains no abnormal cells.

Cytologists work under a strictly controlled regime with
regard to the number of hours they can work and the breaks that
they must take. Despite all the care taken, errors do occur. False
negatives and false positives are both to be avoided as much as
possible. A false negative is clearly dangerous as it implies a
woman who is likely to develop cancer believing that she is
healthy. False positives cause patients unnecessary stress and
over-treatment.

The objective of this project is to provide the cytologists
with additional support in their task. The hope is that
information encoded in sounds will help them to analyze
features of cells that are hard to detect visually or even not
present in the visual rendering.

5. APPROACHESTO SONIFICATION

Data represent the lowest level of information. In digital
technology, data is represented (and can be measured) in bits
and can be easily manipulated and transformed. At a higher
level, data can be transformed and combined to represent
information. This can be achieved through technology, but it is
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also something that people are good at. In other words,
coherent data, represented appropriately can reveal patterns.
Many branches of information technology are concerned with
this kind of processing: either automatically identifying the
patternsin the data, or transforming the data so that the patterns
become more apparent to the human observer - or
combinations of both of these. This is the objective of
sonification: to transform data into an (auditory) form to
facilitate pattern recognition and hence extraction of
information by human users.

In the case of this project, data are available from the
scanning (in visible light) of microscopic cells. Those data are
conventionally presented as visual pictures (visuaizations), and
skilled operators learn to extract the relevant information from
that representation (i.e. to recognize abnormal cells). Yet, there
is no reason why the same data should not be represented in an
auditory form. There are anumber of potential benefits:

¢ information which is contained in the data but which is
not apparent in the visual representation may be detected
in the auditory one;

e presenting the same data on different channels simult-
aneously may help the user’ s interpretation;

e multimodal presentation may aso (positively) affect other,
higher-level human factors, such as concentration,
attention and (alleviation of) boredom.

With these objectives in mind and given the data that were
available from cell samples, appropriate and effective sound
mappings had to be found. A number of different approaches
were tried and they are described in the following sections.

5.1. Color mapping

Since smear dides are colored with chemical stains, an
overview of the status of cells is aided by the fact that cell
nuclei are colored purple, and that other colors tend to attach to
certain cell attributes. Typical signs of abnormal cells include:

e enlarged cell nuclel

e irregular nuclear outlines

e uneven distribution of chromatin (nuclear materia)

e generaly dark staining of the nuclei.
Thus an agorithm was created which deduced the average HSV
(Hue, Saturation and Vaue, a measure of Brightness) of a
section of the dlide containing severa cells [17]. Using the
software toolkit Pure Data® the user was allowed to move the
mouse freely around the image, and sound was continualy
synthesized, mapping luminance and hue onto a frequency
scale, and saturation onto the sound’s amplitude.

The synthesis method was very simple, so that the focus
could be on the effectiveness of the interaction. Frequency
modulation of two sine waves was used, and a series of
experiments was carried out to ensure that the more intensely
dark-stained a cell was, the higher the carrier frequency, the
more extreme the modulation, and the louder the overall
amplitude. This has the effect of making darker areas give rise
to loud, high frequency sounds which were (on purpose) rather
unpleasant. This alowed the user to freely move around the

1 http:/puredata.info/
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image and easily honein on areas which were more densely and
darkly stained.

In experiments, test participants were asked to identify a
cell field as ‘normal’, ‘slightly abnormal’ or ‘abnormal’, simply
by listening to the sounds produced as they moved around an
image (invisible to them) of a field of cells. Our researcher
Podvoiskis concluded:

Results from both experiments showed subjects were
able to identify and classify images based on a sound
representation only. These results were proven to be
statistically significant. [17]
It is interesting to note that the test participants at this stage
were not trained cytologists, but music technology students, yet
they were able to identify correctly the more grossly abnormal
cells by sound aone.

However, these very positive effects were only apparent
when grossly abnormal cells were present in suitably large
clusters, and could be picked up by a user moving a mouse to
‘focus in’ on such denser areas. Subsequent study showed that
the majority of cells which need to be identified by cytologists
are usually much more borderline, and this method was not able
to distinguish these. In addition, the synthesis method was very
simple and would not stand up to long-term listening.

The technique of mapping colors of a cell-field to sound is
till worthy of further investigation, particularly if the spatial
position of each contributing cell could be portrayed in sound.

5.2. Scanning images for texture

Next, we undertook a series of experiments [18] working with
CSound?, to generate sounds which represented the internal
structure of individua cells. One of the major indicators of
abnormd cells is an irregular distribution of chromatin inside
the cell nucleus.

This work explored the use of granular synthesis to create

sounds whose perceived ‘grittiness’ portrayed the severity of
the distribution of the chromatin, and was thus an indicator of
abnormality. The mapping used looked at the gradient of pixel
darkness to show where the dark spots were placed within the
cell’s nucleus. The horizontal spacing of these spots was
portrayed using stereo panning; the vertical was represented by
a frequency scale. The user is not allowed to freely scan the
image with a mouse, but instead the computer performs an
auto- scan left to right across the cell and then repeated down
the cell.
The segmentation and modification of the image prior to
sonification (using custom-defined image processing algorithms
in MATLAB) became an important part of the work (Figure 2),
but one which was time-consuming.

! http://www.csounds.com/

June 9-15, 2010, Washington, D.C, USA

% Thomaz Cell Somifier i =

stan rate
%

o

base
tane
freguecry,

e

Figure 2. Interface to the MATLAB/CSound sonification
tool, allowing basic control of the audio scan carried
out on visually processed cell images.

Test participants reported that the granular sounds were highly
irritating and would not be put up with for long periods.

Later phases of the work explored the use of filtered noise
sounds as a ‘softer and smoother’ portraya of the chromatin,
and later still some more-musical notes based on piano syn-
thesis. Some promising results were obtained by using the
scanning technique to directly sonify the pixels as binary values
once they had passed through the thresholding a gorithm.

One of the main limitations of this method is the long time
(not available to pressured cytologists) taken to:

o visualy identify acluster of cells

e zoom in to the correct resolution

e modify the image's coloration to achieve best contrast

e listen to the scanning of the nuclear data from left to right

and then downwards.

However, the main problem with this approach is that, whatever
the sound quality, it would inevitably be perceived as in some
sense an ‘average’ of the cells in view, whereas what the
cytologist is generally looking for is the one cell (or small
number of them) which is abnormal, that is not average.

The following studies were then carried out to discover if it
were possible to clearly portray the state of multiple cells
surrounding the current position by using sound spatialization.

5.3. Sound Spatialization

We undertook an investigation into whether al the cells
surrounding the user’s current position could be rendered in a
sonic space around the listener [17].

The software used was Scilab?, an open-source computation
package similar to MATLAB. Data was spatialized using Head-
Related Transfer Functions (HRTFs). The image being
‘viewed" was split into 9 segments surrounding the current
‘centre-point’. The software produces a radar-type sweep
around the image, and generates sound in the corresponding
positions for a listener wearing headphones.

At this point in the research it was decided to produce a
‘badness’ rating for each cell undergoing examination, by pre-
processing the cell data, mapping to a humber from 1 to 10,
where 1is‘normal’ and 10 is ‘highly abnormal’.

2 http://www.scilab.org/

ICAD-196



The 16th International Conference on Auditory Display (ICAD-2010)

We experimented with a variety of sonification methods to
portray the ‘badness’ of each cell surrounding the listener.
These included:

a) Additive synthesis;, where increasingly discordant
overtones are added as the badness number increases. This
was found to produce mostly unpleasant sounds.

b) Sampled audio files, where sounds are used to represent a
natural landscape (based on [7]). Cows gently mooing were
mapped onto ‘not bad’, dogs barking were in the middle
and a person screaming represented the severely abnormal
cells. (Table 2).

User tests found that the sampled audio portrayal was much
easier to listen to and locate. However, the apparently arbitrary
choice of animal sounds came across as quite bizarre to some,
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and not an obvious linear mapping of ‘badness’. Future work in
this area should attempt to dispense with the disorientating
‘sweep’ and to play al of the sounds together in one surround-
sound field, which is much more analogous to how multiple
sounds reach our ears from the real world. Based on these
sounds, a questionnaire was devised where the participants
were the screening cytologists of the Leeds NHS Trust. It
covered questions about:
e The individua’s music preferences and listening mode
(headphone, iPod, speakers, live music etc.);
e their attitude to the research (bearing in mind these are
visua analysts being asked to consider audio input);

Sample | Original M ax ‘Badness Notes on Design M ethod
Name Length Level range
(ms) (dB)
1.wav 14 -18.32 0-99 Created from a dlice of human speech. Very short and quiet.
2.wav 80 -23.54 100-199 Unedited recording of a‘popping’ sound made with lips.
3.wav 57 -11.24 200-299 Edited recording of a bubble popping in boiling water.
4.wav 53 -25.79 300-399 Synthesized ‘pop’ sound — high in treble content. Short reverb used.
5.wav 379 -3.69 400-499 Edited recording of noises made with the mouth. EQ applied.
6.wav 154 -0.15 500-599 Synthesized ‘pop’ combined with recording of mouth noises. EQ
7.wav 354 -5.93 600-699 Recording of another type of mouth ‘pop’, with effects.
8.wav 315 -0.01 700-799 Synthesized ‘pop’ combined with recording of mouth noises. EQ
9.wav 424 -0.19 800-899 Synthesized ‘pop’ combined with recording of mouth noises. Reverb.
10.wav 649 -0.01 900-999 Boiling water recording with heavy editing. Huge amounts of EQ and reverb
used.

Table 1. Sounds used in the sound preferences experiment.

‘Badness’ range Sound
0-99 Cow mooing
100-199 frog croaking
200-299 horse whinnying
300-399 bird tweeting
400-499 cat meowing
500-599 seagull crying
600-699 man shouting
700-799 dog barking
800-899 monkey howling
900-999 woman screaming

Table 2. Mappings from ‘badness' valuesto sounds.

e how they would prefer to interact with a sound-generating
system,

o their thoughts about what different types of cell should
‘sound like'.

The questionnaire concluded with a practical session:

e The playback of severa of the sounds, and the request to
rate them as ‘good’ to ‘bad’, and ‘like' to ‘hate’.

e Severd cell images, with the subject being asked to select
from a choice of 3 sounds which best represented that cell.
(Figure 3).

Results showed that cytologists, on the whole, would like to
hear an ear-catching, alarm-type sound when an abnormal cell is
present, but that a quiet sound should be present the whole time,
to ‘show that the system is still working'. They did not want to

hear sounds which were directly related to real-world sounds
(such as some of the examples water-type sounds) and many
were not convinced how ‘musical’ sounds might be perceived.
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Figure 3. Sample sedlection screen. Participants
indicated which sound they felt best represented the
cellsin view.

5.4. Subjective sound selection

It had become evident in the image analysis research that it
would be possible to calculate two quantities for cells: 1) the
apparent degree of abnormality and 2) the confidence of that
rating. It aso became evident that the distinction was not
between ‘good’ and ‘bad’ cells, but rather between normal and
bad. That isto say that most of the cells a cytologist will see are
norma. The message to be communicated (auraly) to the
cytologist for the magjority of cells should be calm and neutral.
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For cells which might be abnormal there should be an alerting
sound (but not an alarm — see the earlier discussion) and the
sound should be more insistent if the probability of abnormality
is greater.

None of the previous experiments specifically provided
guidance on the choice of such sounds. It was therefore decided
to embark on a different kind of experiment to help with
identifying suitable kinds of sounds. Some of the sounds
generated in the earlier experiments were to be included,
though, for comparison.

It was important to test the perception of sounds by as wide
a population as possible in order to identify ones which would
be likely to have the highest acceptability to any users. We
would want to include specidlists (cytologists) in the testing,
but not to be exclusive to them. It was therefore necessary to
ask people to map sounds to qualities that would be meaningful
to them — and not cell images which would convey meaning
only to cytologists. It was therefore decided that the mapping
should beto ‘Smiley faces', asin Figure 4.

In order to capture data from as wide a population as
possible, the test was mounted on the Web?. Visitors started on
a briefing page and gave their assent to taking part. They would
then hear a set of 42 sounds, one at atime (and only once each).
They would then select which of the Smileys they thought best
matched the sound. They also had the option of selecting Don't
use this sound, in which case they were invited to explain their
opinion. This was in order to ensure that sounds which are
(generaly) aesthetically unacceptable could be identified. At
the end of the sounds the participants filled in a short
background questionnaire.

OIOIQ

Normal Undecided Bad

Figure 4. The three Smileys used in the experiment.
Normal represents most cells, which are not cause for
concern; bad would be a cell which is almost certainly
abnormal and undecided represents the (common) case
in which the cell may be abnormal, but the probability
that it issoisnot high.

The sounds used varied greatly. Some came from the
previous experiments, others were everyday sampled sounds
and still others were based on everyday sounds but processed in
some way. We started with no preconceptions. That is to say
that we had no intent as to which sounds would be mapped to
which image. The aim was to find out about the kinds of sounds
which mapped well to the categories. Later we would
investigate how to create a set of sounds which would then
convey the required categories — and the spaces between them.
That is to say that it is not anticipated that all cells will be
classified into one of the three classes; there will be a large
space between (for instance) Normal and Undecided.

! http://www-users.cs.york.ac.uk/~alistair/sonify
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This experiment is continuing and it is too soon to draw any
conclusions. It is perhaps not surprising that initial results
suggest high levels of subjectivity in responses. This reinforces
the observation that sound aesthetics are vital and subjective. It
might imply that different sound sets should be provided from
which individuals can select.

6. DISCUSSION

Pattern matching is a fundamental skill, not the least in medical
investigations. Many researchers have remarked on the power
of human hearing to detect patterns in sounds and hence have
tried to apply sonification as an aternative or an addition to
visual pattern recognition in medical data. That is the approach
applied in this project.

The richness of the sound space gives much scope for the
use of sounds — but it also poses a dilemma for the designer in
making choices as to what kinds of sounds to use and how to
map the relevant parameters onto them. This is a common
problem, articulated in most publications on sonification.
Within this project was also apparent another problem (which is
probably common in other similar projects) — that the under-
lying application represents a moving target as the research on
it develops.

The work on extracting data from the cell images and
classifying it was proceeding in paralel with the development
of sounds, and the ideas as to what was important about the
cells changed.

The initial assumption was that al cells in the visual field
should be sonified in paralel. That was dropped because it
became apparent that any such sonification would effectively
present an ‘average’ of the cells, whereas it is the one or two
non-average (abnormal) cells which are important. Thus, it was
decided to concentrate on the one ‘most interesting’ cell in the
current field of view.?

It was realized early in the project that cytologists and
others expected that sonification would amount to the playing
of an alarm sound on the detection of an abnormal cell but this
was technically infeasible. However, it was less apparent as to
what the sounds should represent. We gained greater insight
into what information could be extracted from the images and
as to the nature of the cytologists task. Thus, it became
apparent that the vast majority of cells encountered are normal
and no cause for concern. Then there are others which might be
abnormal (or ‘bad’) and so we looked at the assignment of
scales of ‘badness and their representation in sound. It was
realized that the scale was not (as might be conventionally
expected) from ‘bad’ to ‘good’, but from ‘bad’ to ‘normal’;
there are no cells which are ‘better’ than normal ones.

Subsequently we came to a further realization, which was
that cells cannot be mapped onto a one-dimensiona ‘badness

2 The idea of sonifying afield of cells has not been abandoned

all together, though, and may be revived in future work. If it is possible
to separate out different dimensions, then the ‘averaging’ effect may not
accur. For instance, drawing on this work, it might be that the stain
colours are ‘heard’, along with chromatin textures, but these are
displayed spatialy for all cells but only emphasizing the worst cases by
filtering what we play according to badness.
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scae. This is because the information available is not
unambiguous. In other words a cell may be classified as ‘bad’
with different degrees of confidence. A cell which has a high
probability of being bad is more significant than &) one which is
classed as bad, but only with a low probability and b) one
which is classed as quite bad but with a high probability. These
subtleties must be captured in sound.

Cells are arranged on the two dimensions of a microscope
slide. It can be assumed that the one in the center of the field of
view aready has the cytologist’s attention, but if one off center
is of interest, how should the cytologist’s attention be directed
to that one? Sound spatialization is the obvious mechanism.
Experiments with this were positive, although it was found that
the ‘radar sweep’ was inappropriate.

Anyone working in the use of sounds is aware of the
importance of aesthetics, of subjective reactions to sounds and
we have managed to find some of the preferences of cytologists
in this application.

This paper has set out to frankly present this story in the
hope that it will be of benefit to future researchers who find
themselves working in a similarly shifting environment.

7. CONCLUSIONS

Sonification potentially has a number of applications in
medicine. Whereas natural sounds have long been a part of
doctors diagnostic tools, derived sounds have still to make a
significant mark in medical applications. This paper has
presented one more investigation of the possibility of doing this
in one particular application. The work has demonstrated a
number of the real-world constraints on this kind of research.

A number of lessons have been learned including:

e Sonification must support the operator in the classification
of cells, and is not a form of automatic recognition,
generating alarm sounds.

e Selection of the right kinds of sounds isimperative.

e The means by which the user or cytologist interacts with
the sonification interface is also very important.

e Spatidization of sounds can be helpful in locating the
cells of interest.

e In this kind of application, the important parameters to
sonify are the ‘badness of the cell and the reliability of
that rating.

The objective of the project is to produce sample
sonifications which will be tested. It is hoped that these will
demonstrate that screening with soundsiis at least as accurate as
conventional, purely-visual screening. Work is continuing to
that end.
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ABSTRACT

This paper describes a method for integrating audio andviis-
plays to explore the activity of neurons in the brain. Theiuaot
tion is twofold: to help understand how populations of newsrce-
spond during cognitive tasks and in turn explore how sigfrala

the brain might be used to create musical sounds. Experahent
data was drawn from electrophysiological recordings ofviide

ual neurons in awake behaving monkeys, and an interface evas d
signed to allow the user to step through a visual task as sgen b
the monkey along with concurrent sonification and visuéltira

of activity from a population of recorded neurons. Data friovo
experimental paradigms illustrating different functibpeoperties

of neurons in the prefrontal cortex during attention andsiec-
making tasks are presented. The current system provides-an a
cessible way to learn about how neural activity underliemdove
functions and serves as a preliminary framework to explath b
analytical and aesthetic dimensions of audiovisual remtegions

of the data.

1. INTRODUCTION

Our brains are able to manage a great deal of informatiom fro
taking in sensory perceptions to forming decisions andsfam-
ing plans to actions. Current research explores how thighieeed
by a network of billions of interconnected neurons, comroati
ing through electrical impulses calledtion potentials, or spikes.
The activity of single neurons can be recorded through eldes
placed in the brain while subjects (in this case rhesus mesq
perform experimental tasks designed to examine specifinicog
tive functions. Neural responses are often very diverse veren
trying to understand how a population of neurons might work t
gether, simply averaging across all neurons results in & ds
information, while plotting the raw responses of all newa@an
quickly become difficult to interpret. Sonification offereample-
mentary way to explore the data and in a literal sense tidesely
with the idea of listening to a dynamic conversation among- ne
rons during cognitive tasks.

The idea of listening to the brain has been explored at beth th
macroscopic and microscopic levels. Electrical signatomed
from the scalp (electroencephalogram, or EEG) have long bee
studied as a representation of aggregate neural populatitn
ity. Sonification of EEG signals has been applied in a varadty
contexts: for scientific understandintj,[as a potential diagnostic
tool for detecting abnormal brain rhythms in epileptic pats P],
and as auditory feedback for human computer interactioficapp
tions [3]. Previous work has also explored sonification of neurons
isolated in culture4, 5].

For recordings from individual neurons in awake behaving
subjects, audification of neural spike trains during dateection

Figure 1: Schematic system diagram.

has long been used as a tool for navigating through diffexesds
of the brain. Duringin vivo single electrode experiments, elec-
trophysiologists often listen to an amplified voltage sigmhile
lowering the electrode into the brain in order to estimajaidand
cortical area as well as identify neurons. Once a neuronois is
lated, listening to its spike train, which sounds like asgnf pops
and clicks, provides a fast and convenient way to gauge xme
ple, how strongly a neuron responds to a particular visuaiustis

in real time. The ability to listen to the neural activity Whivi-
sually paying attention to the stimulus on the screen esaie
experimenter to constantly monitor both. Beyond a few nesiro
it becomes difficult to hear nuances within the populatictiveg.

In the current study we concurrently sonify and visualizevig
from a population of neurons along with a schematic of the be-
havioral task being performed both to try and provide anitie:
way to identify patterns in the data and to explore differgays in
which signals from the brain can be used to create musicaldsou

2. SYSTEM

The current implementation provides a way to explore dater af
it has been collected. The system enables the user to loadl neu
spike trains and trial information and then listen to andialize
the data as it relates to a behavioral task (Ejg. The user can
interactively play through entire experimental trials ortons of
trials while being presented with a constantly updatingestditic

of the task performed by the monkeys as well as the elicitedahe
responses.

2.1. Data

In a typical neurophysiological experiment, an animal&srted to
repeatedly perform many trials of a carefully controllesktao that
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multiple instances of neural responses to a particularrexpe-
tal condition can be analyzed. Three representations afwate
explored: single trials, condition averages, and conditiverage
differences. Single trials consist of spike times for eaeliron
with millisecond precision, whereas condition averaggsasent
the smoothed instantaneous spike rate averaged acrogglenuit
als of the same experimental condition for each neuron. ayer
differences summarize the difference in spike rate betvieen
conditions for each neuron across time. The user can lotatetiit
combinations of single trials, average trials, or averafferénce
trials for a particular task.

2.2. Interface

The data are visualized as rasters, which are labeled ackksta
as blocks on the left side of the screen. Example screenahets
shown in Fig.3 and5. Within a raster, each row represents one
neuron’s response across time. For individual trials, depisesent

a spike at that particular time, whereas for the average #fea-d
ence plots, spike rate is indicated by the color of the hegi.ma
The average spike rate across all neurons over time for estdrr

is shown below the raster blocks and highlighted for theemitrr
raster.

As a vertical bar moves across time for a given trial, the task

screen on the right updates with a schematic of the stimulais t
the monkey is viewing at that particular time in the trialr Bmgle
trial rasters, the dots representing spikes are dynarypiealbrged
for the current time. The user can click anywhere on any raste
change the current time and use computer keyboard shottcuts
change certain parameters of the sound, such as the datan so
mapping, musical scale, speed of playback, and data integra
time. To change the instrumentation, the user can manuzsélyge
properties of the sound engine.

2.3. Datato sound mappings

Out of the large space of possible data to sound mappingse thr
were implemented for the current system, ternaggRatePitch,
neuronPitch, andeachRatePitch. TheavgRatePitch mapping pro-

June 9-15, 2010, Washington, D.C, USA

data as well as a sound engine that handles the synthesisraf so
parameters mapped from the data. Networked communicaitn s
from the data engine to the sound engine allows for a separafi
the extraction of data parameters for sonification from tttea
mapping of data to sound.

Initial preprocessing of the data, which included sortihg t
neurons, creating matrices of spike times, and computiiad tr
averaged instantaneous spike rates, was done in MATLAB and
output as text files. Images of the behavioral task, averatie- a
ity plots, and labels were generated and saved as .raw image fi
The interface was developed in C++ and uses OpenGL / GLUT for
the graphical display. Timing of the playback is controlleging
RtAudio [6] such that every time a specified number of samples
has passed, the appropriate sound parameters are calcatate
then sent via Open Sound Control (OS@)tp a sound engine. In
the current implementation, a Chuck] [script runs concurrently
and handles synthesis. For each OSC message received, ChucK
plays a single note with the specified instrument and frequen
Due to the constraints of pitch, the sonified output is shredicin
time compared to the actual timing of the data such that thiiso
cation is slowed by a minimum factor of 10.

3. RESULTS

Data from two separate experiments were used to explore how a
diovisual displays of neural data might aid in understagdiow
behavior correlates with neural activity and in achieviiffedent
musical aesthetics. Within the context of the two experith@ne-
sented, the three different data to sound mappings higtdiéfer-

ent aspects of the main effects in the data.

On single trials and average trials, thegRatePitch mapping
reflects the average envelope of activity across all neusonh
that sharp onsets and offsets of overall neural activitgtersalient
rising and falling of pitch. The amount of sustained neurdiva
ity present across a certain span of time can be estimateleby t
absolute pitch played, but since there is a steady stringotasn
the relative intensity of activity as compared to baselis@ér-
haps less apparent. The constant tempo, single string e$ nend

vides the most basic summary of average population activity temporally smoothed profile create a steady melody thatsig tea
where a range of spike rates is mapped to a range of pitchls suc follow.

that higher spike rates correspond to higher pitches. Theage
firing rate across all neurons is sampled every specified ruwfb
samples, and the corresponding note is played, creatingaayst
stream of single notes. This mapping can be used both folesing
trials and condition averaged trials. For tieronPitch mapping,
which applies to single trials, each neuron is assigned queni
pitch, and a note is played at that pitch each time the neyiées

If specified, the neurons can be split into two sets, each iseits
own instrument. TheachRatePitch mapping focuses on the av-

On the other hand, theeuronPitch mapping for single trials
reflects the amount of participation from the populationefimons
since spikes from each neuron have a unique and indeperegent r
resentation (a note played at each spike). While it is nosiptes
to simultaneously track the activity of all individual neuss at all
points in time, a sparse sound corresponds to low neuralitgcti
while a dense concentration of notes reflects the simultanao-
tivation of multiple neurons. A persistent sounding of jzautar
notes indicates the elevated activity of specific neuror. tiis

erage spike rate of each neuron over time. Neurons are gtoupe mapping, there is no rhythmic structure imposed on the saund

into 2-4 groups, and each group is assigned an instrumetdr Af
specified number of samples, every fifth neuron within eaohgr
is selected, and a pitch corresponding to its spike rateaigepl,

again with higher spike rates corresponding to higher picfihe

neurons within each group are continuously cycled at evany-s
pled time interval.

2.4. Implementation

A software system was designed consisting of a data engate th
handles loading, processing, and graphical display ofraxeatal

This leads to sporadic bursts of sound triggered by eveatsitive
the activity of the neurons. Since the neurons are repreders
independent notes, this mapping showcases the complebdty- o
tivity in the population on a millisecond by millisecond mand
creates a more chaotic sound.

For average and difference trials, teechRatePitch mapping
provides a blend of average rate and individual neuron in&bion
since the discrete sampling of individual neuron spikesrati¢hin
each assigned group means that a changing subset of nearons i
every group is represented at a given time. The regular $agnpil
activity imposes a steady rhythm on the notes, and the assign
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Figure 2: Attention task experiment setup. A. Behaviorakta
Each monkey was trained to direct attention to a periphecaiéd
location in order to detect a localized change across twhékef
a stimulus array. B. Stimulus alignment. The FEF respons$g fie
(RF) for each recording site was determined by applying osicr
timulation during a simple fixation task and mapping the @bk
saccades. An example set of eye traces from microstimalatio
evoked saccades are shown. The array of gratings was pesitio
such that one grating was centered at the average evokeatlsacc
endpoint. C. Trials in which the monkey was cued to attend to
the response field are labeled "Cue RF,” whereas trials irchvhi
the monkey was cued to attend to the opposite array locat®n a
labeled "Cue away.”

ol
%

of instruments to each group can make the activity of somepgo

of neurons sound more prominent than others. In this mapping
the same number of notes plays at every fixed interval, cgati
structured and continuously flowing progression of chords.

Additionally, the playback speed affects the granulariithw
which changes in activity across time can be perceived it tha
slower speeds highlight local changes while higher spesusde
more of an overview of single trial dynamics. The choice sfiin-
ments and musical scale also directly affect the overathaés of
the sound.

4. EXAMPLES

The following two experiments explore the different respmn
properties of neurons in an area of the brain involved inmulamn
and executing eye movements. Our eyes are constantly mggeiv
sensory input, and visual attention plays a crucial roleaw fve

June 9-15, 2010, Washington, D.C, USA
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Figure 3: Example screenshot using data from the atterais t

4.1. Spatial attention task

In order to study neural mechanisms underlying visual &tien
monkeys were trained to direct and sustain attention atiphezal
location without the use of eye movements (FR2y[9]. During
each trial, the monkey maintains fixation at the center oftireen
and uses a lever to indicate whether one grating embeddedgamo
five distractors changes orientation across two flashes. afiasp
cue is given early in the trial, and in order to correctly detbe
grating change, the monkey needs to direct attention toukd c
location. All six locations are equally likely to be cued datte
cue is always valid.

Single electrode recordings were made in the frontal eye fiel
(FEF), which is an oculomotor area known to play a role in con-
trolling eye movements. The FEF contains a spectrum of Visua
to (eye) movement responsive cells, which form a map of Visua
space. For a given neuron, the particular region of spadeittha
represents is called its response field (RF). The RF’s ofiddal
neurons are found by electrically stimulating at the recadite,
which causes the monkeys to make a stereotyped eye movement
(saccade) towards a particular area of visual space. Theawem
ison of interest is the neural responses when the monkey is at
tending to the RF of the recorded neurons vs. when the monkey
is attending elsewhere. Within this task, individual nexwrshow
vastly different response profiles even though the monkey dot
make any eye movements. As a population, the spike ratessé th
neurons encode whether the monkey is paying attention to-a pa
ticular area in visual space throughout the duration of eaah

Fig. 3 shows an example screenshot with two single trials,

experience the world. Even though it may seem like we can seetwo condition averages, and one average difference plopaom

everything around us, only a limited amount of informatisrac-
tually selected for detailed processing. Since we have itjieekt
visual acuity at the center of gaze, our eyes are constacdly-s
ning to bring different visual information into focus. Wercalso
attend to peripheral locations while keeping our eyes fif@dex-
ample while driving and keeping an eye on the road but cotigtan
monitoring the surroundings. A working model for how theibra
might resolve these different means of selecting visuarmation
centers on shared neural mechanisms underlying both theoton
of eye movements and the voluntary allocation of attention.

ing neural responses when the monkey is cued to attend the RF v
cued to attend away. Neurons from independent recordings we
combined into example trials and aligned so that their REd@r
cated at what is schematically diagrammed as the lowerdefisz
of the screen. The trials span four seconds. Vertical limethe
rasters indicate different epochs of the trial, and shadimgingle
trials marks the periods during which a visual stimulus othan
the fixation spot is presented.The neurons are sorted satkhth
more visually responsive neurons are at the top of eachrraste

The corresponding video capture, which demonstrates the
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Figure 4: Sensory-guided decision and eye movement task- Mo
keys were trained to make perceptual judgments about thagee
motion of a moving dot pattern and then generate an eye maveme
towards a corresponding target.

tree diferent data o sound mappings, can be viewed o LA L A0 10 1 1T T IRWIW WY

the link given at the end of the discussion sectioA feature that
stands out both in the rasters and the sonified output is the in Figure 5: Example screenshot using data from the sensodgdu
creased activity in response to visual stimuli presentetthénre- decision and eye movement task.

sponse field. Furthermore, the neurons sustain an enhasaeld |
of activity when the monkey is attending to the RF locatioerev
when the screen is blank without a visual stimulus to drive th
cells. During the presentation of the gratings, the neuadss
show enhanced visual responses to the grating in the RF wthen a
tended vs. not attended even though the visual stimulus isetime

in both conditions. At the end of each trial, the level of re¢arc-
tivity quickly falls off.

two directions of motion presented are placed at the top ofi ea
raster.

The greater the motion coherence of dots, the more in-
formation is available to the monkey (and neurons) for de-
ciding on and planning the upcoming eye movement, and
this is apparent in both the rasters and sonifed output (see
thelink at the end of the discussion sectitor the corresponding
4.2. Sensory-guided decision and eye movement task video capture). In the average spike rate trials, activitiids

) o up during the dot presentation period as the monkey decides o
A separate experiment explored the role of neurons from 8s8im  T1 (in or near the RFs of the neurons on the left side of the task
area of the brain during a task that involved perceptualjuelys  schematic screen) and prepares to move its eyes there. IGelyye
and planning of eye movements (F9[10]. In this task, the mon-  activity becomes suppressed as the monkey decides on T (awa
key is shown two targets in the periphery, and arandom maling  from the neurons’ RFs). The diverging response profiles are f
pattern appears in the center of the screen for 800 ms. The monther jllustrated in the difference plots. The neurons shaviier

key must determine the direction of motion of the dots andrlat and Stronger difference signa|s when the monkey is prwmtb
report its decision in the form of an eye movement to one of the jncreasing motion signals.

two targets. On different trials, the strength of the motsignal

towards one target or the other is varied from 0 to 40%. Onee th

fixation spot turns off, the monkey can move its eyes to thseho 5. DISCUSSION

target. Neurons were recorded from prearcuate cortex,iareg

the brain near (and potentially overlapping with) the FESHg an The current system provides a preliminary framework forl@xp

electrode array. ing both data analysis and the creation of biologically irep
Fig. 5 shows two average spike rate responses when the mon-musical elements using an integrated audio and visualfauter

key is shown a 40% coherence dot pattern and chooses target onln the examples provided, the visual display of data rasiacs

(left) vs. target two (right). Although the RFs of individugeu- rate traces in isolation already effectively convey spikerig and
rons were not determined prior to the experiment, the neugen- spike rate information. The addition of sonified output ardya
erally respond more strongly to what is schematically diagned namically updating task schematic changes the user'saictien

as the left side of visual space. The average spike ratesaste with the data such that instead of viewing a static imagepdes
followed by three average difference rasters, showing vieeage can step through an experimental trial. While the aim is eaes-
spike rate when the monkey chooses target two (on the right) s sarily to discover information in the auditory displaysttoannot
tracted from the average spike rate when the monkey choases t be perceived in the visualizations, the system providesigaging
get one (on the left) for 0%, 10%, and 40% motion coherence and accessible means to explore neural data and extractdine m
trials. Each trial shown is event-aligned and spans tworsts;o  effects in each experiment. The sonified output enhancesand
where the first half is centered around the 800 ms presentatio  plements the visualization, providing a multi-sensory nseaf ex-
moving dots, and the last half is centered around the timéeft periencing and exploring the data.

saccade. Trials are grouped according to the motion sigresigth To date, three types of data to sound mappings have been im-
and the monkey'’s target choice. The neurons are sorted bpmot plemented, and in each case the mapping has been to musital pi
selectivity during the presentation of the moving dots sticit In order to ensure a relatively constant level of musicalsoen

neurons that show the strongest difference in activity betwthe nance, the pitch mappings were scaled to highly consonéctt pi
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collections such as the pentatonic scale. Scaling andfidi@itch
mappings, while maintaining a pleasing sonic environmiémtts
the resolution of the sonified data. Future work will explbmyv
other auditory dimensions such as timbre, spatial locatioythm,
and volume may provide alternative expressive represensof
neural activity. Exploration of the space of possible magpi
could be directed towards extracting information from tlagadn
an intuitively perceptible manner or towards purely ag#tigoals.

One challenge in sonifying and visualizing neural datafer i
formation content is balancing the tradeoff between adelyreep-
resenting the raw signal and producing a meaningful inétgtion
of the information contained within the signal. The amouft o
information contained in a single spike, for example, reraain
open question, but as observers we may not be able to easily di
cern the magnitude of its impact in the context of brain dyicam
Spike rates provide a good estimate of the relative actieityl at a
given point in time but do not take into account the possible of
temporal patterns in the data. Other potential paramegersttact
from the data could include measures of synchrony, triairiay
variability, or correlations between neurons. The evolutf neu-
ral population activity over the course of individual tsatould
also be transformed into dimensionality-reduced trajgctepre-
sentations and sonified to highlight behavior of the netwasla
whole.

Within each experiment, the network is loosely defined since
current technology allows experimenters to sample onlyaetof
neurons, and it is not necessarily straightforward to deites the
number of neurons sufficient to represent the populatiomtirgp
neurons based on properties of the individual neurons (asicfir
sual responsiveness, as used above) imposes particukdraiots
that may or may not be explicitly utilized in the brain but wbu
help the user in functionally grouping the neurons when irigw
and listening to the activity of the population.

Furthermore, brain dynamics on a single trial are rapid and
complex in comparison to our ability to perceive and procgss
sual and auditory signals. Depending on the goal of the iser,
may be ideal to observe each detail or quickly gauge the heura
population response. The ability to listen to neural pojofedata
in realtime would potentially be useful during the courseaaf
experiment to monitor neural activity on a trial-by-trisdis and
evaluate the quality of the data as it is being collected. Aeamo
interactive interface would also allow the user to choosa da
sound mappings best suited to feature different aspecteafata.

Sonification and visualization offer tools to relate the\aist
of neural populations to cognitive tasks by decoding nesigalals
into features that can be grasped perceptually. As datdsetsne
increasingly complex with more neurons and more simultaskgo
recorded brain areas, new methods for extracting infoondtom
the high-dimensional data may play an instrumental roleoim-c
veying insights about how the brain works to neuroscientstd
non-neuroscientists alike.

Video captures of the examples described above are awilabl
online at:https://ccrma.stanford.edu/~mindyc/sovnd/demo/
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ABSTRACT

In data sonification research, there is a well-known perceptual
problem that arises when abstract multivariate datasets of a
certain size and complexity are parametrically mapped into
sound. In listening to such sonifications, when a feature
appears, it is sometimes difficult to ascertain whether that
feature is actually a feature of the dataset or just a resultant of
the psychoacoustic interaction between co-dependent
parametric dimensions. A similar effect occurs in visualisation,
such as when parallel lines can appear more or less curved on
different backgrounds. Couched in psycho-philosophical terms,
we can ask whether this failure is related to classical
phenomenology's inability to produce an eidetic science of
essential invariant forms that involve no assertion of actual
material existence, or to there not yet having been found some
generalisably acceptable limits from heuristically tested
mappings. This paper discusses the nature of this problem and
introduces a sonification research project based on embodied,
non-representational phenomenal models of perception.

1. PARAMETRIC MAPPING SONIFICATION (PMS)

The use of discrete sounds for auditory alerts and alarms
presents sound designers primarily with differentiation
problems: both between the sounds themselves and between the
sounds and the background environment in which they
function. Though related in subtle ways, these discrete auditory
displays do not address another problem: how to acoustically
represent data relations for interpretation by listeners, for the
purpose of increasing their knowledge of the source from which
the data was acquired. That task can be recast as one of how to
use sound to create mental ‘objects’ for active contemplation, as
distinct from how to correctly elicit a timely response to already
well-differentiated auditory stimuli.

The term 'data sonification' is usually reserved for a
collection of techniques for exploring datasets that have an
equally—spaced metric in at least one dimension and in which
there are sufficient data points to afford continuous aural
interpolation between them[1]. Such dataset representations are
most commonly used to learn more about the systems that
produced them. Applications range from monitoring the real-
time operation of machines, capital-market trading, geographic
and demographic features, weather and the environment and so
on; as tools to assist in the discovery of features and new
regularities, and to assisting those with visual impairment to

gain access to large quantities of information normally
presented graphically.

Parameter mapping is the most widely used sonification
technique for representing multi-dimensional data as sound.
Parameter mapping sonifications (PMSs) are sometimes
referred to as sonic scatter plots [2][3] or n"—order parameter
mappings [4]. Typically, data dimensions are mapped to sound
parameters: either to physical (frequency, amplitude),
psychophysical (pitch, loudness) or perceptually coherent
complexes (timbre, rhythm). PMSs can have both analogical
and symbolic components. Analogic variations in the sound can
result when mapping from a large data domain into a small
perceptual range or when data is specifically mapped to
acoustic modifiers such as frequency or amplitude modulators.
PMS is sometimes referred to as multivariate data mapping, in
which multiple variables are mapped to a single sound. Scaletti
describes one way of implementing it by “mapping of each
component of a multidimensional data point to a coefficient of a
polynomial and then using that polynomial as the transfer
function for a sinusoidal input” [4]. Within an overall analogic
mapping, symbolic representations such as auditory beacons [5]
can be used to highlight features such as new maxima and
minima, or absolute reference points in a sonification such as
ticks to indicate the regular passing of time.

2. FOR SONICULATION OR MUSICAL EXPRESSION?

It is useful to distinguish data sonifications made for the
purposes of facilitating communication or interpretation of
relational information in the data, and data-driven music
composition, ambient soundscapes and the like—the primary
purpose of which is the expression of musical knowledge and
broader cultural considerations, whatever they may be. The
current use of the term “sonification” to include such cultural
concerns is unfortunate because it blurs purposeful distinctions,
yet today, the the older expression “scientific sonification”
seems unnecessarily restricted. So, for situations in which the
distinction is considered important, the portmanteau term
soniculation (from sonic + articulation) has been introduced to
mean the representation of data with sound with the principal
and overriding imperative of making the structural
characteristics of the data as clear and explicit to a listener as
possible—even at the expense of other aesthetic considerations,
if necessary[1].

Needing to maintain this distinction is not to suggest that
there are not commonalities. In fact, as discussed later in this
paper, the two activities can provide insights that are mutually
useful. What is important is to maintain a critical awareness
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that, because the purposes of the activities are different, so will
their epistemological imperatives and consequences, such as,
for example, in tool design and useability.

3. “THE MAPPING PROBLEM”

A contemporary overview of the current range of sonification
and other auditory display techniques is available[1]. The
technique discussed here, parametric mapping sonification
(PMS) has a number of positive aspects, which Scaletti first
outlined in some detail [4]. Many data dimensions can be
listened to simultaneously. It is very flexible and the mappings
can be easily changed, allowing different aural perspectives of
the same data. In addition, acoustic production can be assigned
to sophisticated tools originally developed for computer music
synthesis. These are readily available and permit many quite
sophisticated parameter mappings to be synthesised in real-
time.

Frysinger provides a useful overview of the history of the
technique[6], and Flowers highlights some of its pitfalls and
possible future directions. An experienced multivariate data
sonifier, he observed that while “the claim that submitting the
entire contents of ‘dense and complex’ datasets to sonification
will lead to the ‘emergence’ of critical relationships continues
to be made, I have yet to see it ‘work’” [3]. The main limitation
of PMS is co-dependence, or lack orthogonality (linear
independence) in the psychophysical parameter space. Linear
changes in one domain produce non-linear auditory effects, and
the range and variation of such effects can differ considerably
with different parameters and synthesis techniques. These
perceptual parameter interactions can produce auditory artifacts
that obscure data relations and confuse the listener. Kramer
suggests that, although a truly balanced multivariate auditory
display may not be possible in practice, given powerful enough
tools, it may be possible to heuristically test mappings to within
acceptable limits for any given application [5].

In many discussions of data sonification, the distinction
between data and information is often lost. In fact, the
expression data sonification itself promotes an elision and in
doing so, implicitly supports the idea that information can
automatically “pop-out” of a sonification once an optimal
parameter-mapping of the dataset is found. The purpose of this
paper is to argue why this is unlikely (except perhaps for those
who have had advanced aural training acquired over many
years), and to argue that it is necessary to search for general
solutions outside of explicitly representational paradigms.

4. THE AUDITORY OBJECT

The historical record of the study of perception clearly reveals
the overwhelming dominance of arguments based on the visual
appearance of spatial objects; sounds not being considered as
objects in themselves but as secondary properties of spatial
objects and not essential to their ontology [7].

In tracing the roots of this “visualism” in pre-Socratic
Greek thought, Thde concludes, citing Aristotle, that it is as old
as our own cultural heritage: “Above all we value sight ...
because sight is the principle source of knowledge and reveals
many differences between one object and another.”’[8]. So the
dawn of modern science was essentially a silent one and yet-to-
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be-captured sound still quite mysterious. One of Descarte's
undervalued attributes was his honesty [9]:

As to other things such as light, colours,

sounds, scents, tastes, heat, cold and the

other tactile qualities, they are thought by

me with so much obscurity and confusion

that I do not even know if they are true or

false, i.e. whether the ideas which I form of

these qualities are actually the ideas of real

objects or not [or whether they only

represent chimeras which cannot exist in

fact].
The idea that an aural event could be objectified and studied in
its own right, that is independent of the means of its production,
evolved slowly and in parallel with the development of the
concept of a musical work as reproducible from notation [10]
and eventually with the use of various sound recording devices
invented during the nineteenth and twentieth centuries.

A distinction between the physical sounds (noumena) and
aural events (phenomena) is not just a philosophical one. It is
important that these two types of objects are not conflated as
there is an enticement to do when the (software) tools designed
to produce soundwaves are also used to produce abstract aural
phenomena, that is, immanent objects. One difficulty that arises
when tools from one task domain are appropriated to another is
the implicit transfer of the epistemological assumptions of the
former to the latter; an idea expressed in the saying “to a person
with a hammer, everything looks like a nail”. In the current
context, this translates to the assumption that tools used to
produce sounds for computer music are appropriate, or at least
adequate, for producing data sonifications. In fact, the particular
situation is even more convoluted as the tools designed to make
computer music have themselves embedded an epistemology of
music which privileges the production of the sounds of music
over its other aspects, such as gesture and temporal evolution.
This “timbre object fetish” in computer music can be
understood as having an historical basis in the early relationship
between computer music and artificial intelligence research,
both of which have continued the doctrine of isolating res
cogitans from res extensa and prejudiced the former over the
latter (cogito ergo sum — “I think therefore I am”).

5. UNDERSTANDING THE AURAL PHENOMENA

As perceptual phenomena, it is appropriate to make a
distinction between those sonifications that result from the
excitation of physical objects (or synthetic simulations that
closely approximate them, such as homomorphic modulation
and those based on physical modeling principles), and those,
such as a parametrically mapped datasets, that are artifacts of
perceptual processes in which elementally composed
soundpoints are assembled in such as way that the
psychophysical continuity of at least some of the parametric
dimensions conflates the perception of those soundpoints into a
single immanent object or perceptually coherent auditory scene.

The reason such a distinction is important is that physical
objects obey physical laws that human beings have evolved to
recognize the effect of with negligible attentional effort,
whereas sound structures synthesised from numerical datasets
may not. In the physical-modeling case, data is used to excite a
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“self-contained” resonator (an integrated unity obeying physical
laws)[1], or perhaps less convincingly, the data itself is used to
construct a physical model that is “resonated” by a listener
interacting with it [11][1]. In the case of objects synthesised
from numerical datasets, the elementally composed soundpoints
are 'presented' to listeners in ways that it is hoped afford their
perception of the form of the dataset. Perception is thus
understood as human behaviour and soniculated PMSs as sound
constructions 'imprinted' in multi-dimensional psychophysical
space to elicit a perceptual behaviour which affords the
cognition of the form of that structure as an (auditory) object in
the listener.

While, in his ground-breaking overview, Bregman
described the basic elements and dimensions of analytic and
synthetic listening in terms of auditory stream integration and
segmentation [12], the current PMS model doesn't work very
well and there is yet to be written a generalized exposition
appropriate for many sonification tasks: how to synthesise
perceptual cohesion while maintaining aurally differentiable
soundpoints. It remains a task of soniculation research to
develop robust models of listener's perceptual behaviour that
can be reliably reverse-engineered to produce affordances that
solicit listener's to behave in ways that assist them to get
enough 'grip' on these sound structures for them to be perceived
as cohesive auditory objects.

Exactly how these perceptual mechanisms work is open to
speculation and investigation. In-keeping with the Cartesian
tradition, there have been two kinds of investigation, which we
label 'mental' and 'empirical'. We review these two approaches
before offering a critical discussion that leads to a proposal for
a different approach.

5.1. The mentalists

According to Kant’s understanding, what exactly is meant by
information is embedded in relationships between the sensation,
perception and apperception of phenomena; what he called
appearances (Erscheinungen): things as they are for humans, as
opposed to things as they are ‘in—or—of-themselves’ (Ding an
sich) otherwise known as noumena. From this perspective,
information can be simply characterized as phenomena, or
thoughts about phenomena in the mind of some person [13].

Following Kant and the Idealists, Brentano and his students
Meinong and Husserl investigated the perceptual world as a
rational or mental construction of a perceiving subject. Their
phenomenological method (a contemplative and descriptive
psychology as distinct from the newly developing natural or
empirical psychology) entailed “bracketing off” (with an
attitude Husserl called époché) phenomena ('things-as-we-
know-them’) from the physical world (Kant’s ‘things—as—they—
really—are'), in and attempt to discover the underlying structures
and forms of the objects produced by intentional mental
processes; firstly in the mind of the perceiver and secondly as
sharable with others—a characteristic Husserl called
intersubjectivity. Brentano expressed it like this [14]:
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Every mental phenomenon is characterized

by what the Scholastics of the Middle Ages

called  the intentional (or mental)

inexistence of an object, and what we might

call, though not wholly unambiguously,

reference to a content, direction toward an

object (which is not to be understood here

as meaning a thing), or immanent

objectivity.
Brentano’s goal was to outline the criteria for distinguishing
mental and physical phenomena. He used the terms mental or
intentional inexistence to refer to what today is sometimes
understood as a characteristic of consciousness: the mind's
capacity to refer or be directed to objects that exist solely in the
mind. Meinong’s concern was with the intentional relation
between the mental act and an object. He maintained that such a
relation existed even when the object external to the mental act
towards which it is directed doesn’t exist, such as Pinocchio,
Orpheus, Unicorns and the Fountain of Youth. Earlier, Hume
had considered the concept of non-existent objects
contradictory, Kant and Frege considered it logically ill-formed
though later, Russell adopted the idea [15].

In cases of temporally extended objects (‘events') like
melodies, Brentano argued such objects towards which we are
directed do not immediately vanish from consciousness once
the mental act is over. They rather remain present in altered
form, modified from present to past. Every mental phenomenon
triggers an ‘original association’ (proteraesthesis), a kind of
memory which is not a full-fledged act of remembering, but
rather a part of the act that keeps lively what was experienced a
moment ago. When I listen to a melody, for example, I first
hear the first tone. In the next moment I hear the second tone,
but am still directed towards the first one, which is modified,
though, as past. When I hear the third tone, the second tone is
modified as past and the first is pushed back even further into it.

Though Peirce thought that there can be no perceptual
objects without a unifying factor that distinguishes them from
the ‘play of impressions’, Husserl's aim was to develop an
eidetic science; one of essential, invariant phenomenal forms
that involves no assertion of actual material existence.
However, he struggled to keep them conceptually separate from
Plato’s Ideas.

In the 1960s, following the lead of Descarte, Kant and
Frege, and a misapplication of Shannon's information theory to
meaning [16], Minsky lead a team at Massachusetts Institute of
Technology aimed at modeling intelligent behaviour artificially,
using symbolic representation and the predicate calculus. Their
atomistic approach was abandoned after its failure to represent
the background knowledge and specific forms of human
“information processing” which are based on the human way of
being in the world. This way of “being-in” turned out to be
syntactically and thus computationally unrepresentable using
currently conceivable techniques [17] [18].

5.2. The empiricists

In ecological terms, the objects and the environment in which
they reside, afford listener exploration. For Gibson[19],
following Gestaltists such as Wertheimer, Koffka, Kohler and
Mach, these affordances were thought to be in the physical
objects and our observation of them consists of us (somehow)
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forming a representation of them in our heads; the Gestaltist's
task being to empirically search for the means by which the
brain more—or—less unconsciously perceives the forms of
objects received from sense data.

The Gestaltists discovered perceptual invariants such as the
figure—ground phenomena, which they considered as arising
directly from the physical nature of sensations derived from the
noumenal world. However, they were not able to extend the
idea past sensations. It is a characteristic of such phenomenal
forms that their properties can remain unchanged when the
objective stimuli upon which they rest undergo certain
modifications. This phenomenon of identity is part of a much
more general issue in topology and mathematical group theory;
of invariances with respect to transformations of the primitive
elements out of which a form is constructed. The mathematical
concept of transformability corresponds to the concept of
transposability in perception. So by accepting “form” as a
primitive concept, Gestalt psychology made an attempt to free
psychological theory from contingency on the mere mosaic of
perceptions.

Not all group-theoretic transformations of perceptual
objects are equally cognized, nor are the same transformations
as easily perceivable in different sense modalities. For example,
symmetry group transformations of pitch and temporal
structures, such as transposition, inversion and retrogradation,
occur frequently in music though they seem not to be all
equally evident to the casual listener: under non-extreme pitch
transposition and tempo acceleration a melodic structure
remains strongly invariant; pitch contour inversion and
rhythmic retrogradation are common occurrences in some
musics but are not as strongly invariant, while rhythmic
inversion seems not to be perceptually invariant or even
generally defined.

6. SUB-CORTICAL NEURAL ACTIVITY

Whilst a considerable amount is known about the structure and
functions of individual neurons, the fundamentals of how macro
effects emerge from populations of neurons are still largely
unknown, despite considerable effort over the last decades. As
the field develops, there is a growing realisation that the
phenomena associated with “consciousness”,
“nonconsciousness” and “cognition” are too diverse to continue
to be meaningfully subsumed under the same ill-defined terms
[20]. For example, given the verifiable presence of
nonconscious antecedents to an intention [21], it is unclear how
formed our decisions are when we become aware and think of
ourselves as mentally ““creating” them.

6.1. Neural correlates of consciousness

The search for the neural correlates of consciousness has been
aided by the ease of Functional Magnetic Resonance Imaging
(fMRI) of cortical activity. However, it is suggested by
Churchland and others [22][23] that the ready availability of
such technologies has contributed to a cortical “chauvinism”
that tends to concentrate on conscious perception at the neglect
of the role they have in servicing behaviour. Specifically that, in
service of keeping the body alive, the nervous systems of
animals, as movers, function to service planning, deciding and
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executing these plans in movement. Importantly, much of the
brain’s input is consequent upon the dynamical feedback loop
between observed phenomena and an organism’s own
movements, exploratory and otherwise. This loop extracts
vastly more information about the causal properties of the
external world in a given time interval, leading to greater
predictive prowess, that is, skills regarding the causal structure
of the world, than could a purely passive system.

Time is an essential component of causal knowledge, and
predicting durations, interception intervals, velocities, and
speeds of various body movements is critical to an animal's
survival. Efference copy (being aware that a movement is one's
own and not the world's) is also thought to be critical, as
perhaps is the nonconscious “analysis” and memory of the
movement of other movers, such as in predator—prey/pursue—
evade relationships, for example. In contradistinction to the
conventional wisdom that “the sensory pathways are purely
sensory”, according to the Guillery and Sherman hypothesis,
messages to the thalamus and cortex also carry information
about ongoing instructions to the organism's motor structures
[24]. Consequently, as a developing organism begins to interact
with the world, sensory signals also “carry” gestural
predictions: as an animal learns the consequences of a particular
movement, it learns about what in the world will probably
happen next, and hence what it might do after that.

Damasio's studies of efference copying of one's own
thoughts and empathy with others provide even more evidence
for this thesis that perception, learning and memory are not just
cerebral processes but are embodily integrated into an organism
as, what Polanyi called, tacit knowledge [25][22].

6.2. Mirror neurons

Kohler et al.'s finding, not only that that certain neurons in the
ventral premotor area will fire when a monkey performs a
single, highly specific action with its hand: pulling, pushing,
tugging, grasping, picking up and putting a peanut in the mouth
etc., but that that “mirror neurons” will also fire when the
monkey in question observes another monkey (or even the
experimenter) performing the same action, offers some
neurological basis for a theory of cultural inheritance, "mind
reading" empathy, imitation learning, and even the evolution of
language [26]. As Churchland observes, by shifting perspective
from “visuocentricity” to “motor—sensory-centricity,” the
singular importance of temporality takes center stage in an
hypothesis that “time management,” for want of a better term,
is the key to the complexity of tasks of thalamic nuclei, and
very probably also to a range of conscious phenomena [20].
More recent studies have demonstrated that a mirror neuron
system devoted to hand, mouth and foot actions, is also present
in humans. Buccino, Solodkin, and Small review this literature
and that of the experimental evidence on the role of the mirror
neuron system in action understanding, imitation learning of
novel complex actions, and internal rehearsal (motor imagery)
of actions [27]. The finding that actions may also be recognised
from their typical sound, when presented acoustically has
important implications for embodied soniculation research.
Besides visual properties, it was found that about 15% of mirror
neurons, called audio-visual mirror neurons, also respond to the
specific sound of actions performed by other individuals even if
only heard [26]. It has been argued that these neurons code the
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action content, which may be triggered either visually or
acoustically. Phillips-Silver and Trainor demonstrated an early
cross—modal interaction between body movement and auditory
encoding of musical rhythm in infants [28]. They found that it
is primarily the way adults move their bodies to music, not
visual observation, that critically influences their perception of
a rhythmic structure. Their results suggest that while the mere
visual observation of a conspecific’s goal-directed movement
(e.g., reaching for an object or hand-to—mouth action) is
sufficient to elicit a neuronal representation of the action, this
does not transfer to the domain of metrical disambiguation [29].
So it appears that either this type of rhythmical body movement
is not an example of the kind of object-directed action that
activates the mirror neuron system or the information provided
by the mirror neurons is not strong enough to influence the
later-recalled auditory metrical representation of a rhythmic
pattern.

In an experimental study of gestures, subjects of various
ages were able, with a high degree of accuracy, on only hearing
different individual human’s walking and running on various
kinds of surfaces, to determine their sex [30]. A consequential
inference is that differences in ambulatory action, presumably
resulting from relatively small differences in skeletal anatomy,
is tacitly 'available' to listeners. Also consequent to these
findings is the need for better models of multi-modal sensory
input, particularly with respect to the integrative functions of
vestibulation and proprioception, which some empirical
evidence suggests are available to listeners though aural means
alone [31][30].

7. CRITICAL DISCUSSION

While knowledge of the structure and functions of individual
and clusters of neurons is increasing, there are billions of them,
each with tens-of-thousands of connections so there is no
certainty, even when the overall functioning of the neural
system is significantly better understood that it currently is, that
such an understanding will be able to adequately account for
the ability to synthesise perceptual objects. In fact, if the rate at
which pulses are transmitted turns out to be the minimum unit
in an account of the relevant activity of the nervous system [32]
and the diameter of an axon, which might be a function of the
recency of a signal passing down it, plays a crucial role in
processing information by acting as a filter [33], there is no
reason to believe that information processing at neurological-
level can ever be formally described [17].

The mentalist approach has failed to find any means by
which mental representations can be reliably accumulated for
conscious reflection, at least not without a good deal of training
and effort. This somewhat explains some of the difficulties
reported in PMS research that the vast majority of ordinary
listeners, for whom a low conceptual loading is necessary for
continued engagement, are precluded from making 'sense' of
them just as the attempt to use computers to develop an
‘artificial intelligence’ based on computational theories of mind
that rely on a classical reductionist approaches such as “mind is
to software as brain is to hardware” failed to be able to
understand even the simplest stories because of the
unrepresentability of the background knowledge and the
specific forms of human “information processing” which are
based on their way of being in the world. This suggests that,
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when compared with the ease with which everyday sounds are
identified; the ease with which a myriad of melodies are
learned, remembered and identified, that the mentalist approach
is inadequate at best. More likely, that it is just wrong.

The relatively recent availability of tools to abstract sound
from its origin in the physical action of objects, and the
development, alongside that of “good-old-fashioned-Al
(GOFAI)[34] of seminal software for computer music [35], has
blurred the functional distinction between sound and music,
much as often occurs between data and information, and
information and meaning. Sound recording enabled Schaeffer,
building on the philosophical foundation of Husserlian (that is
mentalist, époché) phenomenology, to propose a musical
analysis based on reduced listening, that is listening to sounds
for their own sake, as sound objects, by removing their real or
supposed sources and meanings [36]. It is of particular interest
in the light of the previous discussion of the role of time and
causality in perception, that while Schaeffer does discuss tempo
and temporality, he makes almost no reference to pulse and
rhythm.

8. THE PERCEIVING BODY

Husserl's pupil Heidegger was critical of the subject/object split
that pervades the Western tradition and that is in evidence in the
root structure of Husserl and Brentano's concept of
intentionality, that is, that all consciousness is consciousness of
something, and (the idealist notion that) there are no objects
without some consciousness beholding or being involved with
them. Heidegger encompassed terms such as “subject”,
“object”, “consciousness” and “world” into the concept of a
mode of "being-in-the-world" as distinct from an essentially
Positivist “knowing” of objects in the universe that is required
for navigating the environment—measurement, size, weight,
shape, cause & effect etc. His Being-in-the-world is
characterized as “ready-to-hand”’[37]:

. . the kind of dealing which is closest to us,

not a bare perceptual cognition, but rather

that kind of concern which manipulates

things and puts them to use; and this has its

own kind of ‘knowledge.’
In other words, participatory, first-hand experience: familiarity,
tacit know-how, skill, expertise, affordance, adaptability etc.
Heidegger argues that our scientific theorizing of the world is
secondary and derivative and he exposes an ontology that is far
broader than the dualistic Cartesian framework. He stresses the
primacy of the readiness-to-hand, with its own kind of knowing
or relating to the world in terms of what matters to us. It
follows, from Heidegger’s perspective, that human action is
embodied, that human knowing is enactive, and participatory.

The Hungarian scientist and philosopher, Polanyi proposes
a type of participative realism in which personal knowledge
plays a vital and inescapable role in all scientific research,
indeed, in all human knowing [38]:

Let us therefore do something quite radical
... let us incorporate into our conception of
scientific knowledge the part which we
ourselves necessarily contribute in shaping
such knowledge.
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By stressing the tacit nature of participatory knowing, Polanyi
claimed that “we know more than we can tell”. In this way he
emphasised knowledge that is implicit to tasks, situations and
attitudes. He used the term facit knowledge to refer to those
things we can do without being able to explain how, that is, in
the absence of explicit rules or calculative procedures. The
"indwelling" nature of tacit knowledge is important in the
development of the skill of reflexivity, such as needed in the
sifting through and interpretation of qualitative data.

Heavily influenced by both Husserl and Heidegger,
Merleau-Ponty  produced a much more developed
understanding of the body and its role in non-conceptual
perception [39][40]. As the only major phenomenologist of the
first half of the twentieth century to engage extensively with the
sciences, he was able to systematically demonstrate the inability
of the mentalist and empiricist explanations to adequately
account for observed phenomena. In doing so, he produced a
theory of perception in which the body and the world are
entwined; in which perception occurs through the “intentional
tissue” of the “body schema” (schéma corporel); much as
epigenetic alterations occur in a phenotype by the osmotic
transduction of molecules through semipermeable membranes.

Todes builds on Merleau-Ponty's work by beginning to
work out a detailed phenomenological account of how our
embodied, nonconceptual perceptual and coping skills open a
world to us. He then works out twelve perceptual categories
that correspond to Kant’s conceptual categories, and suggests
how the nonconceptual coping categories can be transformed
into conceptual ones [41].

9. SO WHERE IS THE BODY IN SONICULATION?

The reduction of music to noises—in—the—head is supported by
the wider cultural practice of using visual terminology to
describe aural phenomena. Such a privileging of the visual over
the aural too easily promotes the unwarranted prejudicial
masking of one dimension over another. The implication of the
privileging of visual experience, especially when it is conceived
principally to be by stationary beings of stationary objects that
are observed' and only then perhaps with movement, is to,
albeit subtly, privilege the spatial over the temporal; sound
'objects' over gestural dynamics. Applied to soniculation, such
an epistemology weakens the strongest ontological scaffolding
that supports temporal perception as primary means by which
information can be transduced through sound to the perceiving
body.

A new movement-encompassing action-based approach to
the relationship between sound and sensibility began in the
1980s [42]. Methodologies include the use of abductive as well
as inductive inference, and are contributing to new perspectives
on how to approach the relationship between sensibilities [31]
[43]. In some ways this can be seen as a return to the
Aristotelian integration of sound and sensibility through
mimesis and related to the Kantian problems of openness and
endness in the containment of beauty in formal structures and
the empathic relationship within them through movement and
action [13].

! From L. ob-"over"+ servare "to watch, keep safe" and ob-"against"+
Jacere "to throw,” as in a jet [49].
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It seems reasonable to suggest that continuing to flip-flop
between the mental-empirical antinomy, in anticipation that one
or the other will eventually provide an applicable model for
PMS, may be a forlorn hope. There seems little point in
speculating whether or not listening will ever regain the relative
importance to humans it enjoyed prior to the European
Enlightenment, but there are signs of a growing recognition that
the resolution of the mind/body dilemma will not be solved by
dispensing with the body.

In many ways, the tradition of emphasising disembodied
cognition over alternative approaches has never really been
totally applicable to musical sensibility. Clearly humans have
the capacity to create, transmit, receive, transform and most
importantly recall certain types of immanent objects using
sound: music can afford them all! The idea that musical
involvement is based on the embodiment of movement and the
bodily sensing of music, has a long history, of which the
traditional connection between dance and music is but a gross
example. Truslit studied the body movements of musical
performers and suggested they were articulations of inner
movements in the music itself [44]. Central in Truslit’s
approach to musical movement are the notions of dynamics
(intensity) and agogics (duration). If the music has the dynamo-
agogic development corresponding to a natural movement, it
will evoke the impression of this movement. He makes a
distinction between rhythmic movement and the inner
movement of the music. In contrast to rhythmic movement,
which is related to individual parts of the body, the inner
movement forms the melody via the vestibular labyrinth of the
inner ear and is related to the human body as a whole. Both
Nettheim [45] and Clynes [46] also make a connection between
music and gravitational movement, based on the idea of a
dynamic rhythmic flow beyond the musical surface.

Empirical musicology, including the mensural study of
performance practices, together with neurophysical analysis of
'‘embodied' instrumental performance, is becoming recognised
as at least as important for understanding musical ideas as
notated structural abstractions [47][48]. There is growing
interest in human/machine interfaces that enable musicians to
produce computer-generated sounds under nuanced gestural
control [49][50][51].

Both empirical musicology and gesturally-controlled
computer-music performance are of relevance to this
investigation. However the former, is deficient in being largely
analytical and the latter, in being little interested in empirical
evaluation. Between the two, it may be possible for future
soniculation researchers to recognise the limitations of the
current PMS paradigm, to accept that musical information can
be intelligible, that is capable of being soundly understood’,
through temporally-encoded “second-order” structures and
undertake research to ascertain the viability of a variety of
embodiment models under controlled conditions. The beginning
described in the next section is but one example of an
empirically approach which may or may not prove fruitful.

20.E. understandan "comprehend, grasp the idea of," probably lit.
"stand in the midst of," from under + standan "to stand". O.E. under,
from *nter- "between, among" (cf. Skt. antar "among, between," L.
inter "between, among," Gk. entera "intestines"[52].
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10. TOWARDS A GESTURE-ENCODED SOUND
MODEL

A programme of research has begun that seeks to empirically
demonstrate whether or not the perceptual access to the
structural and informational content of multivariate datasets
through sonification based on a model that incorporates the aural
transduction of known temporal embodiment affordances such
as human gestures, is superior to one based on elementally
composed aural objects that are observed and rationally
conceptualised. Philosophically, the is an approach based on an
embodied phenomenology of perception first enunciated by
Merleau-Ponty [39] and extended by Todes [41].

An extensive search of the literature has not revealed
any other approach that addresses the issue of how to use the
innate structures of the human body, expressed through gesture
and transmitted aurally, to improve the "eyes-free, hands-free"
tacit grasping of ideas and information contained in the
increasingly large and complex datasets that are becoming a part
of our daily lives—from climate and the weather to fluctuations
in the financial markets and traffic flow. The research we are
currently undertaking is to develop a model of (human) physical
and sonic gesture correlates. The task is essentially to apply
captured biomechanical data with sound-derived components
(timing, spectral morphology etc) and known psychophysical
principles as inputs to an iteratively trained Dynamic Bayesian
Network (DBN).  This Gesture-Encoded Sound Model will
then be used to produce an active filter for transducing
multivariate datasets to sound synthesis and control parameters.
The approach renders a datastream to sound not only using
observable quantities (inverse transforms of known
psychoacoustic principles), but latent variables of a DBN trained
with gestures of the physical body movements of performing
musicians and hypotheses concerning other observable
quantities of their coincident acoustic spectra. The research on
the model will be integrated as an extension to SoniPy [53].
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ABSTRACT

A spatial auditory Stroop paradigm was used to examine
the effects of verbal-spatial cue conflict on response
accuracy, reaction time, and driving performance.
Participants responded to either the semantic meaning or
the spatial location of a directional word, which was either
congruent (i.e. the word “right” being presented from the
right) or incongruent (i.e. the word “right” being
presented from the left), while following a lead car in a
simulated driving scenario. Greater performance
decrements were observed when participants were
attempting to ignore a semantically incongruent verbal
cue relative to incongruence from the spatial location of
the cue. Implications for the design of spatial auditory
displays are discussed.

1. INTRODUCTION

Spatial auditory cues and verbal directional cues are both
viable options for alerting the human operator to danger in
a variety of environments [1], [2], [3], [4]. The question
of interest here is which type of information is more
salient, and therefore more disruptive when irrelevant or
erroneous. Understanding the roles that verbal and spatial
components of an auditory message play is an important
step in learning to design cues and alerts for a variety of
display applications, not just for alerts to potential
dangers in the environment.

For the purposes of this paper, the verbal and spatial
location components of auditory alerts are examined in
terms of their spatial orienting effectiveness within the
driving domain. Automated systems are increasingly
being implemented in modern automobiles in an effort to
increase safety, and because driving is a visually
demanding task, the auditory modality is ideal for
presenting supplementary information to aid the driver
[5]. There is not yet a consensus in the literature as to the
relative benefits of alerting drivers to the relevant location
of critical events with spatial versus semantic audio cues.
Ho and Spence [2] found that participants responded
faster to verbal directional cues than they did to non-

verbal directional cues, indicating that the semantic
information provided by the verbal directional cue was
processed more quickly than spatial information provided
by the non-verbal directional cue. However, when the two
cues were combined to create a congruent verbal-spatial
directional cue, participants responded faster still. This
finding indicates that having redundant information can
actually speed reaction time (i.e. both verbal and non-
verbal/spatial ~ directional cues provide the same
information). This observation is supported by research
on multi-modal redundant targets [3], [6], [7]. However,
Ho and Spence did not investigate the effect of an
incongruent, or conflicting verbal-spatial directional cue.
Clearly, designers would not intentionally use
conflicting pieces of information to relay spatial
information to the driver. However, technologies are not
infallible and modern vehicles are not a silent
environment. Many drivers utilize GPS navigation
systems while driving, which provide verbal directions
about when and where to make turns in their route. When
directional information is being provided by two different
sources, especially when these sources may be using
different forms of auditory directional cues, there is an
increased possibility that directional information from one
source could conflict with directional information from
another source. Wang, Pick, Proctor, and Ye [4] touched
on this very issue in their investigation of driving
responses to a Side Collision-Avoidance System (SCAS)
when navigation signals were present. They found no
differences in reaction time to the SCAS warning when
the navigation signal corresponded with the SCAS
warning and when it conflicted, but the navigation
information was provided visually while the SCAS
warning was provided aurally. Research using cross-
modal Stroop paradigms has shown that when auditory
and visual cues conflict, there is a significant lag in
reaction time to the target when presented with an invalid
auditory cue but not when presented with an invalid visual
cue [8]. This suggests that visual information is easier to
ignore than auditory information, which could explain
why there was no difference in reaction times for
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conflicting and non-conflicting cues from the navigation
and SCAS systems in Wang et al.’s study. Participants
could have been prioritizing the auditory SCAS warning.

To further investigate this issue, the current study
utilized a spatial auditory Stroop task originally used by
Pieters [9]. The paradigm consists of verbal directional
information presented from either a congruent spatial
location (i.e. the word “right” presented from the right) or
an incongruent spatial location (i.e. the word “right”
presented from the left). Participants would either be
responding to the spatial location of the stimulus, or the
semantic meaning of the stimulus. Participants performed
this task while following a lead car in a simulated freeway
environment on a desktop driving simulator. This allowed
us to examine the relative interference of the spatial
component of the stimulus and the semantic meaning of
the stimulus.

It was hypothesized that performance on the
dependent measures would be better in congruent trials
than in incongruent trials, and that performance would
also be better in the location auditory task than the
semantic auditory task, based on the nature of the auditory
system. It was also hypothesized that due to the predicted
preference for responding to location information over
semantic content of an auditory cue, incongruent trials
where a participant was performing the semantic auditory
task (and therefore ignoring location information) would
result in poorer performance on the dependent measures.

2. METHOD

2.1. Participants

Voluntary participation was obtained from 18
undergraduates (16 female) with a mean age of 19.69
years (SD = 2.02) enrolled in a university on the east
coast. All participants reported normal or corrected-to-
normal vision and passed an audiometric assessment of
their hearing, indicating that their puretone hearing level
was less than 24 dB across 250-8000 Hz. All participants
were fluent in English.

2.2. Materials and Apparatus

Auditory stimuli consisted of the words “right”, “left”,
and “house” spoken in a naturalistic female voice,
digitized and then presented in either the right channel,
left channel, or both channels. All auditory stimuli were
presented at a level approximating 60 dB from free field
computer speakers. The speakers were placed 42 inches
apart, with the participant seated directly between them.
The simulated driving task required participants to
follow a lead car while maintaining a consistent headway,
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speed, and lane position on a four-lane freeway with no
ambient traffic. When the participant began driving, the
lead car began to move forward, then sped up to maintain
a constant speed of 65 mph. Images of common brand
logos were presented on billboards on both sides of the
road during the driving simulation. Two series of
billboard images were constructed so that no images were
repeated from one condition to the next.

2.3. Experimental Design and Tasks

2.3.1. Auditory tasks

Trials consisted of the words “right” or “left” coming
from the right or left speaker. Stimuli were the same in the
two auditory tasks, with the exception of control trials, but
the instructions changed the nature of how the task was
performed. Each task consisted of congruent,
incongruent, and control trials as detailed below.
Reaction time and accuracy were recorded for both tasks.

In the semantic task, participants were instructed to
respond to the semantic meaning of the word by
depressing a key representing “right” if they heard the
word “right” and vice versa for the word “left”, regardless
of the spatial location of the word. Congruent trials
occurred when the semantic meaning of the word matched
the presentation location (i.e. the word “right” came from
the right), and incongruent trials occurred when the
semantic meaning of the word did not match the
presentation location (i.e. the word “right” came from the
left). A control trial occurred when the word “right” or
“left” came from both speakers, eliminating the
directionality of presentation location.

In the location task, participants were instructed to
indicate the spatial location of the word presented by
depressing a key representing “right” if they heard a word
presented from the right and vice versa for a word
presented from the left, regardless of the semantic
meaning of the word. A control trial in this task consisted
of the word “house” coming from either the right or the
left speaker, eliminating the semantic meaning of the
spoken word in terms of directionality.

2.3.2. Driving Task

Participants were instructed to follow the car in front of
them at what they deemed to be a safe following distance,
while maintaining a speed of 65 mph and their lane
position. In the event that the participant lost the lead car
(fell too far behind to safely catch up), they were
instructed to maintain their speed and lane position, and
not worry about trying to catch up to the lead car. Average
speed and lane deviation were measured.
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2.3.3. Billboard Task

Participants were instructed to remember as many of the
logos on the billboards as possible while performing the
other two tasks. The experimenter clearly indicated that
this was the lowest priority task — participants were asked
to focus on maintaining their driving performance and
their speed and accuracy on the auditory task. Participants
received two scores: one for the number of correct, freely
recalled logos, and one for the number of logos
recognized in a subsequent recognition test that included
both old and new logos.

2.3.4. Design

A 2x3 mixed-factorial design was used to examine the
effects of response type (semantic vs. location) and
congruency (congruent, control, or incongruent).
Dependent measures were reaction time and accuracy for
the auditory tasks, deviation from average speed and lane
position for the driving task, and the number of correctly
recalled and recognized logos for the billboard task.

2.4. Procedure

Upon entering the laboratory, participants were given an
audiometric  assessment and then completed a
demographic questionnaire, way-finding surveys and the
Edinburgh Handedness Inventory [10]. For the first block
of the experiment, the experimenter verbally gave
instructions to the participant on how to perform the
auditory task, allowed the participant to practice the task,
and then gave instructions to the participant on how to
perform the driving task, followed again by practice. The
participant then practiced both tasks together. The
experimenter gave verbal instructions on the billboard
task, reiterated the instructions for the auditory and
driving tasks, then started the experimental trials. At the
end of the experimental trials, the participant completed
the NASA-TLX [11] with instructions to rate workload
only on the auditory task. Next, the participant freely
recalled the images that he or she remembered from the
billboards, and then went through a slideshow of images
to indicate which images they had seen in the driving
scene and which were novel. The participant was offered
a break, and then followed the same procedure for the
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Table 1: Descriptive statistics for auditory tasks.

second block of the experiment, minus the practice
session for the driving task, since it did not change. The
order of auditory tasks was counterbalanced across
subjects, as were the driving scenes. Additionally, a
baseline was taken of the participant’s response time to
each word in the auditory task (without the presence of
spatial information). In half the participants, the baseline
was taken prior to starting the first block of the
experiment, and in the other half, the baseline was taken
after the second block.

3. RESULTS

Two participants (both female) were excluded from the
analyses due to computer failure during the experimental
session, which resulted in incomplete data being recorded.
Examination of the baseline data revealed that participants
responded significantly faster to the word “house” than
they did to either “right” or “left”, F(2,30) = 27.32, p <
.05, but that there was no difference in response time to
the words “right” and “left”. This observation indicates
that the digitized word “house” may have been more
acoustically salient, resulting in people consistently
responding to it faster. We excluded all control trials from
the analysis due to this confound, and only examined the
differences between congruent and incongruent trials.

3.1. Auditory Tasks

Descriptive statistics for reaction time and accuracy to the
auditory task trials can be found in Table 1. As predicted,
a two-way repeated measures MANOVA revealed that
accuracy was better in the congruent trials than the
incongruent trials, F(1,15) = 18.23, p <.05. Accuracy was
also significantly better in the semantic condition than in
the location condition, regardless of the congruency of the
trial, F(1,15) = 13.13, p < .05. This was interesting,
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Figure 1: Accuracy for each response condition plotted as
a function of congruency. Error bars represent the SEM.

since we originally predicted that people would be faster
and more accurate in the location condition. Further
analysis revealed an interaction between response type
and congruency that approached significance, F(1,15) =
298, p = .11. The trend in the data indicated that
incongruent semantic information tended to disrupt
performance to a greater degree than incongruent location
information (see Figure 1 and 2). Both reaction time and
accuracy suffered to a greater degree from the incongruent
semantic information. This suggests that the overall
superior performance in the semantic condition may have
resulted primarily from the absence of detrimental effects
of incongruent spatial location information.

3.2 Driving and Billboard Tasks

Driving data (average speed and lane deviation) and
billboard logo recall and recognition were analyzed using
two  one-way repeated measures MANOVAs.
Comparisons were only made between performance on
the semantic auditory task and the location auditory task.
No significant differences were observed for any of these
measures.

4. DISCUSSION

The results of this study support those of Ho and Spence
[2], indicating that congruent verbal-spatial directional
information leads to a faster response than non-spatial
information. Additionally, verbal directional information
results in a faster response than non-verbal directional
information. Accuracy data in the current study show that
participants were more accurate when responding to
verbal (semantic) information relative to when they were
responding to non-verbal (location) information, and the
reaction time data show a similar trend. Wang et al. [4]
found no difference in reaction time to an auditory
collision avoidance warning whether it conflicted with
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Figure 2: Reaction time for each response condition
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plotted as a function of congruency. Error bars represent
the SEM.

visually presented navigation directions or not. In the
present study, we did not manipulate congruence of
visual stimuli but focused entirely on the congruence of
auditory information. Our results indicate a marginally
significant difference in accuracy for incongruent trials
depending on whether semantic or location information
was being attended.  Specifically, participants
demonstrated a trend for greater interference from
incongruent semantic information when responding to the
location of a word, relative to incongruent spatial
information when responding to the physical location of a
sound. This further supports Ho and Spence’s [4] results
that show the importance of verbal directional cues
relative to non-verbal spatial directional cues in terms of
improving performance. However, these results raise an
important caveat. Depending on the reliability of the
system, using semantic methods of presenting spatially
predictive information may pose significant problems.
Incongruent semantic information may cause greater
disruption. It may be more difficult to ignore the
semantic content of a conflicting stimulus rather than its
spatial location, thus potentially negating the benefit of
semantic spatially predictive cues.

These findings support previous research
demonstrating the salience of semantic information, but
also illustrate the potential for that information to disrupt
response to other tasks. In imperfect systems, it might be
wiser to use spatial audio information, which is valuable
in directing attention, and less disruptive, particularly in
situations where the other tasks being performed require
directional judgments and may be equally important to
the nature of the spatial audio alert.
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ABSTRACT

The Sudden Ionosphere Disturbance (SID) Sonification Project
provides a way to query multiple stations across the globe and
hear the Sun's impact on the ionosphere, an electrically charged
layer 50 miles above the Earth, as a kind of Sun-Earth
symphony. Nine instruments represent stations, pitches in one of
over fifty scales (Spanish-Gypsy default) represent disturbance
values and panning location represents longitude of the
reporting station. Lower values map to lower notes and higher
values to higher notes. A differentiation/integration ‘cognitive
mixing’ slider provides for four levels/combinations of
instrument assignments alternating between unique
(differentiated) vs one instrument (integrated), and panning
positions alternating between panned, based on longitude
(differentiated), and center panned (integrated). Station data can
be muted and played forwards or backwards in slow to very fast
tempos. Other options include focusing on change in the data
over similarity by lowering the volume of notes or not repeating

notes if they remain unchanged.
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ABSTRACT

Two interaction methods for eyes-free control of a mobile phone
or a media player are introduced. The methods include a gestural
pointing interface and a touchscreen interface to a spherical
auditory menu where feedback is provided using spatially
reproduced speech. The methods could facilitate the eyes-free use
of devices and also make them accessible for visually impaired
users. The effectiveness of gestural and touchscreen interaction
is compared to traditional visual interface when accessing large
menus. Evaluation results prove that moderately fast and accurate
selection of menu items is possible without visual feedback.
Combining eyes-free interfaces, positions of menu items in 3D
and a browsing method with a dynamically adjustable target size
of the menu items allows the use of large menus with intuitive easy
access.

1. INTRODUCTION

The design and use of audio-only and eyes-free interfaces has
been emerging in recent years. They can bring better usability in
situations where eyes-free operation is necessary [1]. Such cases
include the competition of visual attention, absence or limitations
of visual display, or reduction of battery life [2]. With proper
design, an audio interface can be even more effective than its visual
counterparts [2]. Although audio interfaces are not yet widely used
in public, major companies have already realized their potential
[3]. Furthermore, they are important as assistive technology for
visually impaired users.

This paper presents two interaction methods that allow a
reasonably fast and accurate way to navigate spherical auditory
menus with large number of menu items. This work builds upon
the author’s previous work [4], which is presented in Figure 1.
The user points or tilts the control device to different directions
to browse an egocentric auditory menu. As the user browses the
menu items, they are read out loud and the sound is reproduced
from the correct 3D direction. Fast browsing is enabled with
reactive interruptible audio design [2] and the accuracy in selection
is enhanced by the dynamic movement of menu items and an
expansion of the selection area. The initial study [4] proved
that this type of gestural interaction with auditory menus is
efficient and intuitive. The second novel interaction method
uses touchscreen input with auditory menus. With good design,
auditory menus can be combined to work seamlessly with visual
menus [5], thus making eyes-free use of devices intuitive and easy.
Touchscreens can also be a barrier for visually impaired users [6],
but visual touch screen menus can be made easily accessible by
using audio feedback.

Tapio Lokki

Aalto University
Department of Media Technology
P.O. Box 15500, FI00076 Aalto, Finland
tapio.lokki@tkk.fi

Nine One

D @ {))'((}
K/

H@Three

Figure 1: Gesture interface utilizing a mobile device mockup,
as introduced in [4]. Auditory menu items can be accessed by
pointing or tilting the device to desired direction. Browsing can be
continued to the neighboring menu items by rotating the wrist.

The two menu configurations and the introduced interaction
methods make it possible to browse auditory menus with large
number of items (>100), for example, 