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ABSTRACT

We review the literature on the integration of non-speech sounds to visual interfaces and applications from a usability perspective and subsequently recommend which auditory feedback types serve to enhance human interaction with computers by conveying useful and comprehensible information. We present an overview over varied tasks, functions and environments with a view to establishing the best practices for introducing non-speech sounds in order to improve the overall experience of users. ¹

1. INTRODUCTION

Humans use a combination of vision and audition in our everyday lives to gather information from our surroundings and interact with the world. Such a combination can be a powerful tool for interaction with human-computer interfaces. However, common interfaces today are mostly graphically-oriented; very little information is presented via the other modalities [1]. Hence, the myriad advantages that can be offered by integrating visual and audio cues are not yet fully realized.

While vision provides detailed information, it requires direct focus on the area providing information, whereas audition can provide more general information even outside peripheral vision [1]. If all the information is presented visually, it may lead to visual overload [2] and may also lead to some information being missed, if the eyes are focused elsewhere. Brown et al [2] suggested dividing this information by replacing some of the cues traditionally presented in the visual modality with auditory cues, so as to reduce some of the visual workload. It has been found that auditory cues indicating the location of objects improve visual search speed and accuracy, for example, in tasks where a visual target has to be located on the screen [2], [3].

Some of the advantages offered by nonspeech sounds besides reducing workload on users’ visual system [2] are that they can provide complementary information to vision [1]; they can also reduce the amount of information needed to be displayed on screen, hence optimizing screen space and reduce the demand on visual attention. Sound is also attention-grabbing and can be used for peripheral awareness and ambient audio [4].

However, there are some disadvantages to using nonspeech sounds [1] which need to be addressed if audio is to be successfully incorporated into human-computer interfaces. Presenting either abstract data or absolute data using sound is often difficult. Sounds can be used to portray relative differences in values, but to get an absolute value, users typically require looking at a number or graph. Another issue is that audio is a transient medium which disappears after it is presented, and has to be replayed if not remembered. Stationary visual data, on the other hand, can be referred back to whenever required. Many audio parameters are unsuitable for high-resolution display of information. And finally, auditory feedback can cause annoyance in users if not designed appropriately.

The field of auditory display is a relatively novel discipline and therefore could benefit from a comprehensive analysis of literature and best practices in the area of auditory feedback for visual interfaces. Hence, the analysis provided as part of this paper is intended to provide a valuable resource for the auditory display community.

Nonspeech sound used for auditory feedback can be divided into two main categories. Sounds that can be easily attributed to objects or events generating sounds in everyday situations are referred to as auditory icons [5]. Abstract sounds, typically synthetic and less identifiable, are referred to as earcons [6]. Both types of sounds are described in the next two subsections. Following this, studies addressing audio-visual integration and evaluations of the two types of auditory feedback and how they affect task performance or user experience, are discussed (Section 2). Section 3 delves into descriptions of several tools and applications that have used non-speech auditory feedback. Section 4 summarizes and concludes the discussion.

1.1. Auditory icons

The concept of auditory icons was introduced by Bill Gaver [5] as emulations or caricatures of naturally occurring sounds in everyday life. Gaver suggests that humans perceive everyday sounds in terms of the sources, materials and actions that made them, rather than the individual sound attributes such as pitch and timbre [7]. Hence, an auditory icon is a sound that is intended to provide information about an event or object in the interface by representing the desired data using properties of the source, rather than properties of the sound itself [5]. Another important property of such everyday sounds is that they convey information about the sound source (e.g. size and material), and the interaction (e.g. force applied or action). These features can be useful in providing multi-faceted information in human-computer interfaces [1]. For a review of the perception of everyday environmental sounds, see [8].

One of the earliest applications using auditory icons is the SonicFinder [9]. Gaver used nonspeech real-life sounds as auditory feedback to interface events that can be intuitively be mapped to the respective sounds as analogies to the actions performed (di-
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rectly or metaphorically). For instance, selecting a file was mapped to the sound of an object being tapped, with the type of object indicated by the object material, and size of file represented by the size of the struck object. Since the design of auditory icons requires intuitive mapping to the computer interface model, this led Fernstrom et al to explore what people hear to develop an understanding of people’s perception of auditory events so as to identify mappings and metaphors for actions in the interface [10], [11]. Most desktop interfaces today do implement certain forms of auditory icons as additional feedback to visual events, such as the metallic crunching sound that accompanies the action of placing an object in trash (deletion). However, many of these implementations have not been formally evaluated.

1.2. Earcons

Earcons are abstract audio messages in the user-computer interface that provide feedback to the user [6]. The sounds used are synthetic combinations that are manipulated in structured ways by complex manipulations of the parameters of sound, such as the timber, pitch and rhythm. This process allows the representations of hierarchies to create both simple and complex audio messages to encode information at the interface level.

While representational auditory icons may have the advantage of being easier to remember and learn as they sound more familiar and relatable, abstract earcons have a number of advantages working for them as well: systematic, well-defined building blocks can be used to create larger sets of earcons more easily [6]; families and hierarchies can be created out of basic audio messages, unlike auditory icons. It has been shown that such structured audio messages can reduce information overload by improving usability and task performance, e.g. by reducing the time to recover from errors [12].

1.3. Summary

Nonspeech audio provides a valuable medium to communicate information and provide feedback to the user, although its shortcomings have to be addressed to be successfully integrated in computer interfaces. There are two types of auditory cues: auditory icons are emulations of real-life sounds portraying different functions and events in the interface; earcons are abstract, synthetic sounds. The advantages and disadvantages of each type of sounds will be discussed in more detail in the following sections.

2. EVALUATIONS OF NON-SPEECH SOUNDS

There has been extensive research in the domain of psychological and perceptual studies investigating the integration of auditory and visual signals [13], [14], [15], [16], [17]. Most of these studies have employed methods that examine the interaction of audio and vision at a low level of processing, using simplified synthetic stimuli such as light flashes, beeps, noise bursts or pure tones. Although it is difficult to link the results of these studies directly to the more complex processing of audio-visual information at the interface level, most support the notion of audio-visual integration in computer interfaces. Presenting bimodal information has been found to enhance perception or improve performance, as long as the information presented is relevant or complementary.

Research on selective attention in audio-visual bimodal presentation has investigated the processes by which people focus on information relevant to the task at hand and ignore what is irrelevant or distracting, in the two modalities. Studies have shown that selective attention is brought about by the brain selectively increasing the sensitivity of the areas responsive to the task-relevant features and decreasing the sensitivity in the corresponding area responding to the non-relevant feature, thus serving to selectively enhance perception [13]. Bimodal presentation of complementary information often leads to better performance in certain perceptual tasks, such as object recognition as shown in [14]. In this study, Molholm et al [14] examined the combined influence of visual and auditory inputs on identification of objects - in this case, pictures and animal vocalizations. It was found that participants identified objects significantly faster and more accurately when the picture and vocalization matched, compared to unimodal presentations. However, Johnson and Zatorre [15] showed that when bimodal presentation was not complementary or when one modality did not provide useful information, no such performance improvement can be found.

Driver and Spence [16] used left-right discrimination of an auditory or visual target accompanied by a cue in another modality and observed that the task was facilitated when the relevant stimuli were presented from the same spatial location across the two modalities. Furthermore, Spence and Ranson found that it is more difficult to ignore distracting sounds when they are presented at a visually relevant location [17]. These findings provide guidelines for the effective design of multimodal interfaces by illustrating the potential trade-off between arrangements that make it easier to attend to simultaneous relevant information in multiple modalities in the same location, or conversely, more difficult to ignore irrelevant information. Hence, it may be beneficial to design multimodal interfaces in such a way that sounds that are not immediately relevant to a current task are spatially located away from the area of visual focus. This means spatially distributing sounds that are not immediately relevant to the task at hand in an interface in order to minimize the distracting effect.

2.1. Methods

The methods used in experiments to evaluate the nonspeech auditory feedback are discussed by enumerating the following aspects of the experiments: the types of tasks that were designed, the independent variables and the dependent variables, including the types of subjective ratings.

Types of tasks designed for evaluations included:

- Finding and selecting the lowest level menu items or recalling menu levels in a hierarchical menu structure, guided by earcons, to evaluate if earcons are effective in communicating menu structures [18], [19], [20], [21].
- Navigating and localizing in a room-based simulation guided by nonspeech audio, having to follow a predetermined route and making sure everything is working properly using the background sounds, to evaluate if nonspeech audio helps in navigational support systems [22].
- Identifying picture categories made of line drawings by classifying the pictures as animals or non-animals, to investigate how task performance is affected by auditory icons and earcons. Some conditions employ a dual-task of including a mental addition task for greater cognitive load [23], [24], [25], [26], [27].
- Monitoring the simulation of a factory using background sounds [28].
• Listening to and describing everyday sounds [10], [29], or listening to and selecting the audio cues that best match a function or computer event [30], [31].
• Braking when an accident seems imminent in a vehicle-collision avoidance system using nonspeech audio cues and warnings [32].

Table 1 summarizes and outlines these methods, tasks and the independent and dependent variables involved; the references are cited in the above task list. The results are discussed in the following sections.

Table 1: Outline of experimental tasks and variables

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Independent variables</th>
<th>Dependent variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finding and selecting the lowest level menu items or recalling menu levels using earcons</td>
<td>Type of menu, icons, commands; Presence or absence of sound; Earcons as musical timbres, simple tones or sounds with no rhythm</td>
<td>No. of correct menu level identifications; error numbers and rates; ease of use</td>
</tr>
<tr>
<td>Navigating in a room-based simulation using the background sounds</td>
<td>Feedback as auditory icons, earcons, or no sound</td>
<td>No. of correct object recognitions; ease of use; annoyance factor</td>
</tr>
<tr>
<td>Identifying picture categories of animals or non-animals</td>
<td>Presence of auditory icons, earcons, no sound; relevance of cues</td>
<td>Response time</td>
</tr>
<tr>
<td>Monitoring the simulation of a factory using background sounds</td>
<td>Presence or absence of auditory icons; Task difficulty</td>
<td>Time for completion; no. of correct object identifications; recall performance; no. of errors</td>
</tr>
<tr>
<td>Listening to and describing everyday sounds, or mapping audio cues to a function</td>
<td></td>
<td>Recall performance; confidence in mapping; pleasantness; appropriateness</td>
</tr>
<tr>
<td>Braking when an accident seems imminent in a vehicle-collision avoidance system</td>
<td>Feedback as auditory icons or earcons</td>
<td>Response time; error rate; preference</td>
</tr>
</tbody>
</table>

2.2. Evaluating auditory icons

Gaver developed the ARKola simulation of a soft drinks bottling factory to evaluate the effectiveness of auditory icons. This type of auditory feedback was used to represent some of the objects and events within the simulation interface [28]. Pairs of users controlled the factory to test if the audio feedback allowed more efficiency in running the plant and if it affected collaboration efforts. It was observed that the feedback formed a combination of several sounds intermixed with one another, much like the ecology of sounds we use in everyday life, and led the users to be more effective in monitoring the status of ongoing processes. Users were not as efficient in the purely visual condition. The addition of auditory icon feedback also better allowed collaboration between users since one user could not always see the other user’s part of the plant, but could hear and identify the relevant feedback.

Mynatt [29] investigated how well people identify auditory cues by asking participants to describe a collection of short everyday sounds. Results showed that people identified a sound only 15% of the time (a sound is said to be identified if it is mapped to the recorded action or source) in the absence of context. She also found that certain sounds were systematically identified as objects (such as cameras, printers, doors) and some as actions producing a sound (such as closing, tearing, locking). This supports the guideline that some sounds should be selected to represent interface objects, and others for actions.

Similar kinds of listening tests and free-text identification were carried out by Fernstrom et al [10] and [11]). These responses and categorizations were gathered to investigate how accurately people can identify sounds, and suggest possible mappings and metaphors to the human-computer interface. They found that a fairly high percentage of objects and actions were correctly identified (about 70% of the time). Similar to [29], they also found that hearing sounds without context can be confusing, and the order of presentation of the sounds affects the way it was identified. Hence, auditory feedback has to be designed relevant to the function, with care being taken not to have loss of context or high ambiguity.

Graham [32] on the other hand, evaluated the use of auditory icons for in-vehicle collision avoidance applications. He compared auditory icon warnings with earcons and speech warnings as well. He measured the braking reaction times, number of inappropriate responses and subjective ratings of participants. Results showed that although auditory icon warnings gave faster reaction times and were also rated higher subjectively, they did result in a higher number of inappropriate responses. This meant that the perceived urgency and inherent meaning of such everyday sounds can be easily misinterpreted and care needs to be taken to design these sounds as warnings for such critical applications.

2.3. Evaluating earcons

Earcons differ from auditory icons in that they have no natural link or mapping to the objects or events they represent, and hence, have to be learned.

Brewster et al performed a series of detailed experiments based on compound and hierarchical earcons to examine their effectiveness [33], [34]. Participants were presented with earcons representing families of icons, menus or both, and had to identify them when played back. This study also investigated whether musical ability affected recall performance and it was found that earcons were recalled equally well by both musicians and non-musicians. However, training the participants in familiarizing themselves with the sounds used was an important factor in recall performance. They conclusively found that earcons were more effective than unstructured bursts of sound and that musical sounds were more effective than simple tones, which differed significantly from the design principles proposed by Blattner et al [6]. A richer design based on more complex musical timbres gave even better results in
communicating information in computer interfaces, leading to the conclusion that complex sounds should be used to design earcons rather than simple tones [33].

Barfield et al [18] studied whether earcons can help to represent and recall depth in a menu structure and found that sound did not improve recall performance of depth in menu structures and users found them distracting. However, in a later study, Brewster et al [19] also investigated whether earcons effectively provide navigation cues in a menu hierarchy and found different results. Earcons were created for a hierarchy of menu levels and nodes, and participants had to identify their location in the hierarchy using these earcons. Results showed over 80% accuracy, providing evidence that earcons afforded an efficient method for menu localization cues. This study was further extended in [21] with a larger hierarchy, more types of earcons and with a test of recall of earcons over time. Recall over time had good results, but they did, however, find that the type of training had significant results on recall performance. In [21], it was found that lower sound quality lowered recall of earcons - in this case, CD quality sound over the lower quality of sound played over the telephone in telephone-based interfaces.

Lemmens et al [26] studied the effect of earcons in picture categorization tasks of animal and non-animal line drawings with auditory cues containing redundant information. The drawings were presented either with relevant information via auditory cues of sounds of animals or objects matching the picture, or non-relevant cues in the incongruent condition. In one of the experiments, participants had to carry out an additional mental addition task for greater cognitive load. Results showed earcons containing relevant redundant information helped reduce errors in both the single and dual-task environments.

In a similar study including picture categorization tasks [23], mood cues in major and minor chords were used with the pictures to see if they affected performance. It was hypothesized that earcons in minor chords suggest a negative emotion and hence should favour a negative answer, whereas those in major chords should favour a positive answer. According to this hypothesis, when the answer to the picture categorization task was positive (yes for animal), major chords should help in response time. However, the auditory mood cues seemed to delay responses in these tasks, leading to the conclusion that the auditory modality together with the visual modality was not always appropriate for these tasks, which they referred to as the modality appropriateness hypothesis. It is doubtful, however, whether this conclusion can be drawn in all similar situations, since the validity of the use of the auditory mood cues in these tasks is open to interpretation.

2.4. Comparisons and combinations

Both auditory icons and earcons have been found to be effective in communicating information in the human-computer interface through audition. However, each method has its own advantages and disadvantages, and no single method has been conclusively shown to be superior to the other.

Lucas [30] evaluated the two types of nonspeech auditory feedback and compared them with speech cues as well. Participants had to listen to and select which audio cues from the three best represented an action or object in the interface. An explanation of the design of the cues were given to half of the subjects and both halves tested again one week later to see if design knowledge helps recall performance. It was found that this prior knowledge did help maintain information on the cues. Results also showed that after speech, auditory icons were most accurately associated with the correct action or object.

Bussemakers et al [24] investigated whether redundant auditory icons used with visual information influence the performance on picture categorization tasks on line drawings, and they compared the results with experiments using redundant earcons. Results illustrated that response times are faster in conditions with auditory icons than the silent condition, and that response times were even slower with earcons than the silent condition. Lemmens et al [27] performed two more similar experiments, one with a dual-task requiring a mental addition task with the picture categorization, and one experiment using intermixed auditory icons and earcons with the picture categorization task. These experiments confirmed the previous results: although the dual-task slowed reaction times, auditory icons still led to faster response times than earcons. Hence, auditory icons seemed to have a facilitatory effect in picture categorization tasks of this kind, while earcons seemed to have an inhibitory effect.

A navigational support approach in a building maintenance system using a room-based metaphor was evaluated in [22]. It used auditory icons for audio feedback and was compared with the system using earcons and no sound. None of the subjects preferred the earcon condition in this experiment, while some preferred auditory icons. Also, auditory icons allowed better recall performance.

Sikora et al [31] designed auditory feedback in a graphical user-interface for business communication using either musical sounds (earcons) or real world sounds (auditory icons). Users mapped the sounds to functions and rated their confidence in the functional mapping, its pleasantness and appropriateness. Real world sounds mapped most predictably to functions, although musical sounds had higher ratings for pleasantness. For the business application, no auditory icons were selected. Hence, preference does not always reflect the best functional mapping. The authors also concluded that real world sounds may be less appropriate for actual workplace applications. Edworthy [35] tried to determine if sound helps people work better with machines and suggested that real world sounds may be more suited for auditory feedback on monitoring tasks via background sounds, while abstract sounds may be better suited for warnings and alarms as they tend to attract our attention more effectively.

2.5. Summary

Table 2 summarizes the more relevant or definitive findings of the evaluative studies discussed in this section. Factory-monitoring tasks were facilitated by adding auditory icons; recall of level and location in hierarchical menus were improved by adding earcons. However in picture categorization tasks and room-based navigation tasks, auditory icons were found to be more effective and preferred than earcons. This is in contrast with business applications, where earcons were given higher subjective ratings, and in-vehicle collision avoidance systems, where earcons gave rise to fewer errors than auditory icons.

3. CONTEXT OF USE

In this section, some of the applications that have used nonspeech sounds for enhancement and feedback are discussed. Examples also include a few non-visual and audio-haptic interfaces as well.
Table 2: Summary of evaluative and comparative studies

<table>
<thead>
<tr>
<th>Tasks or Environment</th>
<th>Type of sound</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factory monitoring systems</td>
<td>Auditory icons</td>
<td>Increased efficiency, increased collaboration</td>
</tr>
<tr>
<td>In-vehicle collision avoidance system</td>
<td>Auditory icons</td>
<td>Low responses time, high number of inappropriate responses, high subjective ratings Less number of inappropriate responses</td>
</tr>
<tr>
<td>Hierarchical menus</td>
<td>Earcons</td>
<td>Highly effective in recall of menu level and location</td>
</tr>
<tr>
<td>Picture categorization tasks (line drawings)</td>
<td>Auditory icons</td>
<td>Facilitatory effect</td>
</tr>
<tr>
<td>Navigational support system in room-based simulations</td>
<td>Auditory icons</td>
<td>Higher subjective rating, higher recall</td>
</tr>
<tr>
<td></td>
<td>Earcons</td>
<td>Lower subjective ratings and recall</td>
</tr>
<tr>
<td>Business applications</td>
<td>Auditory icons</td>
<td>Better functional mapping, low subjective rating</td>
</tr>
<tr>
<td></td>
<td>Earcons</td>
<td>High subjective ratings</td>
</tr>
</tbody>
</table>

3.1. Desktop applications

One of the first desktop interfaces developed using auditory icons was the SonicFinder [9], mentioned in Section 1.1, where real-life sounds were mapped to different common interface objects and events for intuitive auditory feedback. For example, selecting interface objects made sounds of tapping a material depending on the type of object, e.g. files gave a wooden sound, applications a metal sound and folders a paper sound. Copying actions were usually illustrated using a pouring analogy - the sound of how full the receptacle was indicated the progress of the copy action (with increasing pitch). The challenge, however, is finding representative sounds for all actions and events, since some events at the interface level are abstract and difficult to portray with a real-life sound.

Brewster et al [36] developed earcons for desktop use and performed detailed evaluations on different types of earcons, as discussed in Section 2.

3.2. Complex systems

Some applications that have utilized nonspeech audio have integrated it into much more complex environments than the desktop interface. One such study mentioned previously in Section 2.2 was the ARKola simulation, which used an ecology of auditory icons in a complex soft drinks factory simulation to convey information about the current state of the factory and its components and help improve collaboration efforts [28].

Skantze and Dahlinck [22] described another such complex environment portraying a navigation support approach based on auditory icons for navigating in room-based designs. The prototype system simulated a buildings maintenance support system using a room-based metaphor. It was found that users responded positively to the use of auditory icons, rather than earcons, in this environment.

Mynatt et al [37] designed a more complex system that provides continuous serendipitous information to users via background auditory icon cues in the workplace. The Audio Aura system provides information to the user even when away from his desk, so that users do not have to be confined to their office space at all times. The auditory peripheral cues are meant to be ambient and provide information which can be ignored if not required. For example, the sound of surf represented the amount of new e-mails received by the user, with a higher number of e-mails being characterized by increasing surf. They used an electronic tag and networking system and wireless headphones linked to each person in the workplace for tracking and notifying purposes.

3.3. Mobile devices

In today’s world where communication in a mobile environment is critical, mobile devices interfaces have to be designed well to compensate for the lack of screen space and low-resolution visual data. Hence, in [38] Brewster et al proposes the use of nonspeech sounds to improve interaction without the need for more screen space. Later, Leflatre and Brewster [39] describe a framework for integrating such nonspeech audio to mobile phone menus where visual feedback is constrained. The hierarchical menu structures were enhanced using earcons, and evaluations showed significant performance benefits from the sonifications.

In [40], a prototype audio user interface for a GPS system is designed so that users can carry out location tasks on mobile computers while their attention and hands are occupied elsewhere. The interface uses a simple form of spatial audio, rather than speech audio, and was shown to be effective and inexpensive for location tasks.

A similar application is the Nomadic radio, a wearable computing platform for managing voice and text-based messages in a mobile environment [41]. It uses an auditory user-interface for navigational and notification purposes among messages. Speech audio and spatial auditory icon cues are continuously played in the background to provide peripheral awareness of the system status. Evaluations showed that users preferred this type of auditory awareness to speech-based navigation systems.

3.4. Applications for the visually impaired

One of the most important uses, and the most widely studied areas, for nonspeech audio is in computer applications for visually-impaired users (for a recent review, see [42]). Since speech audio takes time to be played out and listened to, and hence is not the most efficient method of communication, nonspeech audio can be effectively replaced as some of the feedback in such applications. Mynatt [43] developed a methodology for transforming graphical interfaces into nonvisual auditory interfaces by converting the salient components of the graphical interfaces into auditory components. Auditory icons are used to convey these interface objects, based on a hierarchical model of a graphical interface, providing visually-impaired users many of the benefits of graphical user interfaces (GUIs). Mynatt and Weber [44] also compared two different applications for converting GUIs to nonvisual interfaces: Mercator replaces the spatial graph display with a hierarchical auditory interface, while GUIB translates the screen contents into
tactile information based on the spatial arrangement of the GUI. User evaluations showed that auditory cues as used in Mercator were very effective for nonvisually impaired users.

Morley et al [45] designed an auditory system for visually-impaired users to enable efficient navigation on the web or hypertext. This interface uses nonspeech sounds to identify links and provide information and feedback about text and commands to improve usability. They incorporated naturalistic auditory icons where appropriate, to engage blind students, and simple earcons for other situations. Evaluations showed that participants liked these sounds and found them easy to remember. The auditory feedback allowed them to work faster and more efficiently than conditions without feedback. Goose and Moller [46] also designed a web browser using spatialized 3D audio to convey the structure of the hypertext document. It provides audio structural surveys, positional audio feedback of links and anchors, and meta-information of new links, improving browsing experience for both sighted and visually-impaired users.

Another such tool for web access was developed by Murphy et al [47]. They designed a plugin for web browsers that provides auditory feedback and haptic cues to enable visually-impaired users to spatially localize themselves on web pages, and build a mental model of the spatial structure of the web document. The plugin generates audio feedback to indicate links, images, and other such web objects, and also aurally indicates when the user crosses the boundaries of the page.

3.5. Immersive systems

Auditory feedback also plays a very important role in contributing to the feeling of presence in immersive virtual environments [48]. Grohn et al [49] carried out a navigation test in a spatially immersive virtual environment that simulated a game-like experience to test this. The system used both auditory and visual cues. It was found that audio-visual navigation was more efficient and immersive, than only visual or auditory navigation in a 3D virtual environment.

Auditory feedback has been added to virtual assembly environments and studies have been performed to evaluate task performance in such environments. Zhang and Sotudeh [50] presented an approach for the integration of 3D auditory feedback into virtual assembly environments and evaluated the resulting system. They reported that the addition of auditory feedback improved task performance and that audio-visual integration gave the best results, when compared to any individual modality feedback alone. Edwards et al [51], on the other hand, studied whether the inclusion of auditory cues or force feedback to an immersive virtual environment improved the performance of an assembly task. Results showed that the addition of force feedback slowed completion times and increased errors in some users, while auditory feedback had no such negative performance effects.

3.6. Summary

Applications and tools that apply auditory feedback to improve usability of desktop applications, web interfaces, or more complex environments simulating real-life situations are discussed. The applicability of auditory feedback to mobile devices is discussed to improve usability by reducing visual clutter and amount of screen space required to communicate information. Applications using audio feedback for better access by visually-impaired users are also described. Applying auditory enhancements to immersive virtual environments has also been found to increase the sense of presence and improve performance in virtual assembly tasks as well as navigation tasks.

4. CONCLUSION

Previous research shows that nonspeech audio is an effective means of communicating information to the user in the computer interface, be it via auditory icons or earcons, in a multitude of applications. The results of the studies discussed here are promising for audio-visual integration in computer interfaces, as relevant auditory feedback tends to enhance task performance in the specific modalities.

<table>
<thead>
<tr>
<th>Table 3: Applications and tasks where the addition of auditory icons have been found to facilitate tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Desktop interfaces</strong></td>
</tr>
<tr>
<td><strong>Complex systems</strong></td>
</tr>
<tr>
<td><strong>Immersive virtual environments</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4: Applications and tasks where the addition of earcons have been found to facilitate tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Desktop interfaces</strong></td>
</tr>
<tr>
<td><strong>Alarms and warning systems</strong></td>
</tr>
<tr>
<td><strong>Immersive virtual environments</strong></td>
</tr>
<tr>
<td><strong>Mobile systems</strong></td>
</tr>
</tbody>
</table>

Auditory icons have the advantage of being easy to learn and remember as they are natural and relatable to our everyday lives. Audio messages with good mappings and metaphors can make for a very effective feedback system for most users. However, the disadvantage for this type of feedback also arises from this issue. All computer interface functions and objects do not have real world equivalents and it may be hard to find a metaphor to represent such functions without being faced with issues of ambiguity, loss of context and even annoyance factors in users.

While earcons have the converse disadvantage or having to be learned and remembered since they have no natural intuitive link to the interface action or object, they have the advantage of being highly structured. As such, it is easier to follow structured design principles to create families of earcons, so that users typically can learn to recognize them by remembering their common characteristics and attributes. Auditory icons, on the other hand, have to be remembered individually, as it is not easy to connect them in structured families.
This paper has highlighted the fact that auditory icons and earcons are each more effective than the other in different environments and task situations. Preliminary conclusions and deductions that can be drawn from the literature reviewed has been categorized and summarized in Table 3 and Table 4, for auditory icons and earcons, respectively. However, there has been little conclusive evidence to be able to say that one method of feedback is most certainly better than the other in a certain environment. Most have only been found to be effective in very specialized and specific applications or task situations. Hence, for future research, it would be worth investigating these functional mappings more closely, design more general tasks and environments, and evaluate if they are truly optimal for those respective contexts.

There has been more formal research into the design of earcons and the evaluation of systems using them than there has been into auditory icons. Hence, designing formal evaluations of more functions and utilities of auditory icons in different task environments, in the context of human-computer interfaces, also merits further research. Further research is required to combine the two types of auditory feedback in a single system, by using both types of sounds to their full potential and capabilities.
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