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ABSTRACT 

The sound environment of present day cockpits is extremely 
dense and pilots experience a constant auditory overload. Todays 
technology enables us to virtually spatialize sound data using 3D 
sound. One way of limiting the auditory overload is to spatialize 
sound data in the headsets. Recent studies in fact show an 
improvement in the capacity to extract a simultaneous target 
verbal message from masker messages with separation of the 
messages in azimuth or in elevation. To our knowledge, the 
benefit of spatial separation of non-verbal data such as alarms has 
not been studied. The aim of this study was to evaluate the 
contribution of spatial separation in azimuth and in elevation to 
the ability to extract and track a non-vocal alarm type sound 
sequence simultaneously with a sequence of the same type. We 
used a detection paradigm with temporal irregularity in a target 
sequence interleaved with a distracting sequence. We tested the 
effect of virtual spatial separation between the target and 
distracting sequences in azimuth (separation of 0°, 10°, 20°, 30°, 
40°, 50° and 60°) and in elevation (separation of 0°, 10°, 20°, 
30°, 40°, 50°, 60° and 70°) using 3D sound. Two sides were 
explored: the front and left sides for the azimuth parameter; the 
front and top sides for the elevation parameter. Participants also 
had to perform a localization task for each sound used in the 
experiment. The results showed improvements of temporal 
irregularity detection performance as the separation in azimuth or 
in elevation increased. For the azimuth parameter, this 
improvement was enhanced in the front side as compared with 
the left one. No effect of the side was observed for the elevation 
parameter. Performance improvement with spatial separation 
seemed to relate to the target and mask sequence spatial 
separation for the azimuth parameter but not for the elevation 
one as expressed by the localization performances. 

1. INTRODUCTION 

Fighter pilots in their aircraft experience many perceptive and 
cognitive constraints linked to the mobilization of attentional 
resources, strong time pressures and a particularly noisy sound 
environment (cabin noise, radio messages, verbal interactions, 
vocal and non-vocal alarms). The large amount of information 

which the pilot has to process simultaneously (visual 
information, visual and auditory alarms, verbal 
communications…) mean that he must mobilize all his cognitive 
resources in a short space of time. One of the major problems 
faced by pilots is that of the simultaneity of alarms. For example, 
when a fault occurs, it may trigger off a series of alarms, each one 
linked to a different aspect of the fault. Also, fairly urgent alarms 
with no connection to each other can sound simultaneously. It 
then becomes difficult for the pilot to extract each alarm in order 
to identify it. One solution for facilitating the extraction of sound 
data in a complex auditory environment is to virtually spatialize 
the different sources. The virtual spatialization of auditory data 
(3D sound) is made possible by the new technologies which can 
be integrated in to pilot headsets. 3D sound has a number of 
advantages: it improves detection performance, increases 
situational awareness and reduces workload [1] [2]. 

Compared with frequency, spatial cues have for long time 
been considered as of little interest in the extraction of a sound 
source from an auditory scene [3]. More recently, a considerable 
number of experimental data gathered in the aerospace domain 
have tended to give them a more important role [1]. These studies 
suggest that the capability of extracting an information from 
surrounding noise (noise bands, simultaneous verbal messages…) 
is improved by the virtual spatial separation of co-occurring 
information via 3D sound. In an operational context (flight 
simulator), Begault & Pittman (1996) [4] found an acceleration of 
500ms of virtually spatialized auditory target detection times 
compared to non spatialized targets. This advantage of 3D sound 
seems to result from the spatial separation in azimuth and in 
elevation of the sources.  

1.1. Effect of separation in azimuth 

A separation in azimuth greatly improves the intelligibility of 
segments of speech or phrases. By measuring the proportion of 
words correctly recalled from a target message run simultaneously 
with a distracting message, Drullman & Bronkhorst (2000) found 
an improvement of 43% by introducing a separation of 90% 
between the messages on the azimuth plane using HRTF’s (head 
related transfer functions) either individualized or generic. This 
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phenomenon was confirmed in a flight simulator by several 
different studies [6] [7] [2]. Virtual spatial separation also has an 
effect on speech reception threshold: a difference between a target 
message and a masker message (filtered in frequency bands in 
order to minimize energetic masking) of 90° in azimuth improves 
the intelligibility of the target message by 18dB [8].  

Several cues have been proposed in order to explain the effect 
of spatial separation in azimuth on the ability to extract an 
information from surrounding noise: monaural intensity cues, 
binaural cues (Inter Level Difference, ILD, and Inter Time 
Difference, ITD) and, more recently, perceived location cues. 
Only the effect of perceived location cues makes a true link 
between the improvement in performance and the spatial 
separation as perceived by the listener. 

A certain amount of research has shown that the effect of a 
difference in azimuth between information (phrases, double 
vowels) on the ability to identify them seems mainly due to the 
difference in ILD between this information (see for example [9] 
[10] [11]). In reality, it seems that the critical index is not the ILD 
but the difference of intensity between the target information and 
the distracting information (Target-to-Noise Ratio: TNR) in the 
“best ear”. Several authors have in fact observed the same 
intelligibility performances by presenting target and masker 
messages binaurally with a difference of ILD and by presenting 
the “best ear” monaurally [11] [12] [13] [14] [15]. This effect 
was replicated with non verbal stimuli [16]. 

The use of interaural physical differences also seems to be 
involved in the improvement of the performances of extraction of 
a sound information via a binaural Equalization-Cancellation 
mechanism (EC theory [17] [18] [19].  Initially, it seems that this 
binaural process equalizes (equalization) the two inputs of the 
distracting information (right ear and left ear) in order to reduce 
the interaural differences (ILD & ITD). It then subtracts the two 
equalized inputs (cancellation) thereby improving the TNR. This 
mechanism would operate in each frequency band [17] but could 
only be used if the spectro-temporal contents of the target and 
distracting information were superimposed [12], which is not 
always the case for non-vocal alarms which are generally 
composed of sequences of intermittent sounds.  

Finally, it seems that perceived location occurs rather in tasks 
involving attention focusing on an information [20] and/or where 
there is only a small spectral overlap between target and masking 
information [12]. In this respect, the recent study by Shinn-
Cunningham et al. (2005) [12] in particular observed a limit in the 
extraction power of the “best ear” listening process. The authors 
show that, for an improvement of 12.5 dB with a location 
difference of 90° between a target message and a masker message, 
the TNR in the “best ear” accounted for 7.5dB of improvement,  
the remaining 5dB being explained by the difference of perceived 
location. The assumption of the use of differences in perceived 
location is supported by the data provided by Gallun et al. 
(2005) [21]. The authors observed an improvement in 
intelligibility performances with the difference of perceived 

location between target and masker messages for a constant TNR 
in the “best ear”.  

1.2. Effect of separation in elevation 

To our knowledge, only Worley & Darwin (2002) [22] have 
looked at the effect of separation in elevation on the ability to 
track an auditory information. The authors showed the possible 
use of elevation for tracking a message. They simultaneously 
presented the target phrase “Could you please write the word 
speech down now” and the distracting phrase “You will also hear 
the sound phrase this time”. The participants had to report the 
word speech contained in the phrase “Could you please write”. 
The experiment was carried out in free field conditions (the 
messages were presented via loudspeakers). With a difference of 
elevation of 31° between phrases, in 95% of cases, the listeners 
attributed the target word to the phrase having the same elevation 
(performances being random for a difference of 2.5°).  

1.3. General aim 

The general aim of this study was to measure the effect of 
spatial separation in azimuth and in elevation of sound 
information on the ability to extract and track a non-vocal alarm 
type sound sequence.   

Previous studies showed the importance of virtual spatial 
separation in azimuth and in elevation for the intelligibility of a 
verbal message. However, it seems that no study has looked at 
the use of this cue for extracting and tracking a non-vocal sound 
alarm simultaneously with other information of the same type. In 
order to simulate the extraction and tracking of a non-vocal alarm, 
we used a temporal irregularity detection task in a regular target 
sequence interleaved with an irregular mask sequence. In order to 
isolate the effect of spatial separation from that of the spectrum, 
the target and mask sequences had the same spectral content 
(before being spatialized). The temporal irregularity was inserted 
into the target sequence and consisted of a phase delay applied to 
one of the sounds making up the target sequence (figure 1). The 
separation in azimuth or in elevation of the target and mask 
sequences was manipulated.  

In the light of previous studies carried out principally in the 
field of speech intelligibility, we considered that we should 
observe an improvement in irregularity detection performance 
with the separation in azimuth and in elevation of the target and 
mask sequences. The minimum angle of separation between target 
and mask information, necessary for tracking, would serve as an 
index for the design of spatialized sound alarms in cockpits. 

2. GENERAL METHOD 

Each trial lasted approximately 11 seconds and was 
composed of two successive, regular target sequences separated 
by 1200ms. A temporal irregularity was inserted into the first or 
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the second target sequence. Each target sequence was interleaved 
with a mask sequence (there was no superimposition of the 
sounds of the two sequences). Figure 1 shows the sequence 
design principle. 

 
 
 
 
 
 

Figure 1. Schematic view of sequences used (target and 
mask sequences). Each bar represents a sound of 50ms. 
In this example the temporal irregularity (represented by 

an arrow) was inserted into the first target sequence. 

The target sequence being composed of 10 white noise bursts 
of 50ms (including rise and fall times of 10ms) presented at a rate 
of 500ms IOI (Inter-onset-Interval). There were 12 different 
mask sequences, composed of 11 white noise bursts on average, 
succeeding each other at a rate of 387ms IOI (± 233ms average). 
During a given test, the mask sequence was the same for the first 
and second complex sequence. The mask sequence always started 
50ms after the target sequence. 

The temporal irregularity consisted of a phase shift of 55ms 
(see figure 1) of a sound from the target sequence (11% of the rate 
of the target sequence, corresponding to a value much higher than 
the temporal irregularity detection thresholds see [23] [24] [25]). 
This shift could be applied to the 5th, 6th, 7th or 8th sound in 
the first or second target sequence. There were therefore 8 
possibilities, each being repeated 3 times, resulting in 24 trials.  

A control condition was added in which 24 target sequences 
were presented singly (without mask sequence) in order to ensure 
that the participants were suitable to carry out the temporal 
irregularity task. 

The sequences were generated by a TDT RX6 processor 
controlled by a PC running Windows XP using Matlab 7.0.1. 
Programming. The sounds were emitted through converters 
integrated into the TDT processor at 48828 Hz and 24 bits. The 
responses of the participants were recorded using an external 
pendant control unit connected to the processor. 

The target and mask sequences were presented binaurally at 
60dBA via a Beyer TD990 stereophonic headphone (open 
headphone with diffuse field equalization). The emission level of 
the target and mask sequences were adjusted by measuring the 
acoustic pressure (in dBA) supplied by the headphone simulating 
a sound source of the same spectral content as the sounds making 
up the sequences, at 140cm from the head and facing (0° azimuth, 
0° elevation1). This measurement was carried out using artificial 
ear BK4153. 

                                                                 
1 The 0° in azimuth corresponded to the interaural axis of the 
dummy head used for the HRTF measurements. The 0° in 
elevation corresponded to the axis perpendicular to the boom to 

3. EXPERIMENT 1 

The aim of Experiment 1 was to measure the effect of the 
separation in azimuth of the target and mask sequences on the 
temporal irregularity detection performances in the target 
sequence. Two sides were explored: the left and the front side of 
the listeners. 

3.1. Method 

3.1.1. Material 

We used the 24 trials carried out in accordance with the 
principles described in the general method. The target sequence 
position was 340° (20° toward the left side of the participant: 
frontal position) or 250° (110° toward the left side of the 
participant: left position) (see Figure 2). For the 340° target 
position, the mask sequence could be presented at 340°, 350°, 0°, 
10°, 20°, 30° or 40° in azimuth. For the 250° target position, the 
mask sequence could be presented at 250°, 260°, 270°, 280°, 
290°, 300° or 310° in azimuth. These mask positions led to 
spatial separations between the target and the mask sequences of: 
0°, 10°, 20°, 30°, 40°, 50° or 60°. Elevation was constant and 
fixed at 0°. 

Virtual spatialization was achieved using HRTF’s measured 
in free field on a Neumann KU81i dummy head fitted with 
mouldings of human pinnas. The signals were emitted by a 
Forstex 103 broad band loudspeaker located at 140cm from the 
centre of the dummy head. Impulse response was determined by 
sending the loudspeaker a signal composed of a pseudo random 
binary sequence of maximal length (Maximal Length Sequence, 
MLS). The sequences were of order 13 and an average was taken 
of 4 stabilised responses. The processor sampling frequency 
being 48828 Hz, the duration of a sequence was 168ms. 

 

 

Figure 2. Representation of the target positions (circles) in 
azimuth used in Experiment 1. This display was also used 
to collect participant responses for the localization task. 

                                                                                                           
which the dummy head used for the HRTF measurements was 
attached. 

  Target 

Mask sequences 

1st target sequence         2nd target sequence 

1st mask sequence         2nd mask sequence 
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3.1.2. Procedure 

The participant’s task consisted of determining whether the 
temporal irregularity was present in the first or second target 
sequence.  

All the participants satisfied the control condition before the 
experimental condition. The control condition was composed of 
48 trials (24 for each of the two target positions), preceded by 8 
practice trials. Each participant then took part in the experiment 
which consisted of 336 trials presented in a random order. The 
experiment was carried out in four blocks of approximately 17 
minutes, preceded by a practice phase of 8 trials. For half of the 
participants, the target position was 250° in the first two blocks 
and 340° in the last ones. For the other half, the target position 
was 340° in the first two blocks and 250° in the last ones. 

The location capabilities of the listeners were measured at the 
end of the experiment. The participants had to listen to all the 
bursts used in the experiment for creating the target and mask 
sequences and locate them. The bursts were repeated 8 times 
with an IOI of 500 ms. As in the temporal irregularity detection 
task, the bursts could be presented on two spatial sides (left or 
front side). Furthermore, they could be presented at 7 locations 
for each area. For the left side, burst position was 250°, 260°, 
270°, 280°, 290°, 300° or 310° in azimuth. For the front side, 
burst position was 340°, 350°, 0°, 10°, 20°, 30° or 40° in 
azimuth. Each condition was repeated three times. At each 
presentation, participants had to locate the burst by indicating its 
position on a diagram representing a head seen from above, inside 
a circle on which points were positioned every 10° of azimuth 
(see Figure 2).  

3.1.3. Participants 

There were five participants in the experiment. Only 
participants with a normal audiogram without any notable 
difference between the two ears were retained for analysis. They 
had no previous specific practice with 3D sound. 

3.2. Results & discussion 

3.2.1. Temporal irregularity detection  

Mean results are presented in Figure 3. We measured the 
mean percent correct associated with the temporal irregularity 
detection. These data were analyzed in  2 x 7 (2 target positions x 
7 azimuth differences) repeated  analysis of variance  measures 
(ANOVA) in which the two factors were measured within 
subjects. 

Azimuth (n = 5)
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Figure 3. Mean Percent Correct found in Experiment 1, for the 7 
azimuth differences and 2 target positions. Error bars show the 

standard errors. 

There was a significant effect of the azimuth difference 
(F(6,24) = 8.43; p < .0001) on the mean percent correct: 
performances improved as the azimuth difference increased (they 
went from 51% with no separation to 84% with a 60° difference). 
Percent correct started to be above the chance level (50%) when 
the difference in azimuth was at least 20° (69%) (t(4) = 2.47; p < 
.1). The effect of target position was marginally significant 
(F(1,4) = 6.60; p < .1): performances were better when the target 
position was 340° (71%) than when it was 250° (62%). There 
was a tendency toward an interaction between the azimuth 
difference and the target position: the effect of azimuth was 
descriptively larger when the target position was 340° than when 
it was 250°. For the 250° target position, there was an 
improvement of 15 points of percentage with a 60° separation 
while this improvement was 33 points of percentage for the 340° 
target position. However, this interaction was not significant.  

Localization signed errors were analyzed in a 2 x 7 (2 zones x 
7 locations) repeated ANOVA measure. Mean signed errors are 
presented in Figure 4. A negative error means that the azimuth 
was underestimated while a positive error means an 
overestimation of the azimuth. The closer to 0 the error was, the 
better the localization accuracy was. There was a significant 
interaction between the spatial zone and the localization of the 
burst on the localization errors (F(6,24) = 35.57; p < .0001). 
Negative errors were larger when the burst was on the front side 
(-174°) than when it was on the left side (7°) for the first 2 
locations (340°, 350° for the front side and 250°, 260° for the left 
side) (F(1,4) = 25.28; p < .01). The reverse was observed for the 
other burst locations: positive errors were larger when the burst 
was on the front side (72°) than when it was on the left side (-
26°) (F(1,4) = 58.92; p < .005). 
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3.2.2. Localization task 

Localization performances in azimuth
(n = 5)
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Figure 4. Mean localization signed error observed in 
Experiment 1, for the 2 explored sides and the 7 burst 

localizations in each zone (the exact burst localization is 
indicated below the error bars). Error bars show the 

standard errors. 

3.2.3. Virtual and perceived spatial separation 

In order to investigate the factors involved in the temporal 
irregularity detection task, we computed correlation analyses 
between the percent correct and the different parameters involved 
in the experiment: localization errors, virtual azimuth difference 
(the one we manipulated using 3D sound) and perceived azimuth 
difference. Correlations were analyzed with the 14 positions used 
in the experiment (250°, 260°, 270°, 280°, 290°, 300°, 310°, 
340°, 350°, 0°, 10°, 20°, 30° and 40°).  

There was no correlation between the performances in the 
temporal irregularity detection task and the localization errors (r 
= 0). There was a significant and strong correlation between the 
virtual azimuth difference and the percent correct (r = 0.73; p < 
.05): percent correct improved as the spatial separation in 
azimuth increased as observed in the ANOVA analyzing the 
percent correct. However, the correlation between the perceived 
azimuth difference and the percent correct was stronger (r = 0.82; 
p < .05) than the one with the virtual azimuth difference.  

These data suggest that the determining factor involved in the 
temporal irregularity detection performances may not be the 
localization accuracy but the perceived spatial separation 
between the target and the mask sequence. In order to assess this 
hypothesis, we carried out a 2 x 6 repeated measure ANOVA on 
the perceived azimuth difference between the target and the mask 
sequences. This variable was computed for each participant and 
each experimental condition (2 target positions x 6 azimuth 
difference [we excluded the 0° difference because of the absence 
of variability of this variable]).  

Results are presented in Figure 5. The ANOVA revealed a 
significant effect of the target position on the perceived azimuth 

difference (F(1,4) = 14.84; p < .05). The perceived azimuth 
difference was larger when the target position was 340° (117° on 
average) than when it was 250° (21° on average). There was no 
other significant principal effect or interaction. 
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Figure 5. Mean perceived azimuth difference found in 

Experiment 1, for the 7 virtual azimuth differences and 2 target 
positions. Error bars show the standard errors. 

4. EXPERIMENT 2 

The aim of experiment 2 was to measure the effect of the 
separation in elevation of target and mask sequences on 
performance of detection of a temporal irregularity in the target 
sequence. We explored two sides: the top and the front side of 
the listeners. 

4.1. Method 

4.1.1. Material 

We used the same material as that for Experiment 1. The only 
difference was in the spatial configuration of the target and mask 
sequences. The target sequence was presented at 80° (front side) 
or 10° (top side) in elevation (Figure 6). For the 80° target 
position, the mask sequence could be presented at 80°, 90°, 100°, 
110°, 120°, 130°, 140° or 150° in elevation. For the 10° target 
position, the mask sequence could be presented at 10°, 20°, 30°, 
40°, 50°, 60°, 70° or 80° in elevation. These mask positions led 
to spatial separations between the target and the mask sequences 
of: 0°, 10°, 20°, 30°, 40°, 50°, 60° or 70°. The azimuth was fixed 
at 10° regardless of the elevation. 
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4.1.2. Procedure 

The procedure was the same as that for Experiment 1 except 
that there were 384 trials because of the two additional spatial 
separation conditions. 

For the localization task, a head seen in profile was used in 
order to enable the participants to indicate the position of the 
bursts (see Figure 6). The head was shown inside a circle on 
which points were represented every 10° in elevation. 

 

Figure 6. Representation of the target positions (circles) in 
elevation used in Experiment 2. This display was also 

used to collect participant responses for the localization 
task. 

4.1.3. Participants 

Five persons who had not participated in Experiment 1 took 
part in the experiment. Only participants with a normal 
audiogram without any notable difference between the two ears 
were retained for analysis. They had no previous specific practice 
with 3D sound. 

4.2. Results 

Mean results are presented in Figure 7. As in Experiment 1, 
the mean percent correct associated with the temporal irregularity 
detection was measured. These data were analyzed in a 2 x 8 (2 
target positions x 8 elevation differences) repeated ANOVA 
measures in which the two factors were measured within 
subjects. 

There was a significant effect of the elevation difference 
(F(7,28) = 9.80; p < .0001): percent correct improved as the 
difference in elevation increased (they went from 48% with no 
separation to 83% with a 80° difference). Performances started to 
be above the chance level (50%) as the elevation separation was 
superior or equal to 20° (71%) (t(4) = 3.16; p < .05). There was 
no effect of target position: percent correct were not different 
when the target position was 80° (74%) and when it was 10° 
(75%). There was no other significant effect or tendency. 
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Figure 7. Mean Percent Correct found in Experiment 2, for the 8 
elevation differences and 2 target positions. Error bars show the 

standard errors. 

4.2.1. Localization task 

Only four over the five participants performed the 
localization task. Localization signed errors were analyzed in a 2 x 
8 (2 zones x 8 locations) repeated ANOVA measure . Mean 
signed errors are presented in Figure 8 (a positive error meant an 
overestimation of the elevation while a negative error meant that 
the elevation was underestimated). The average error was 142°. 
There was an effect of the spatial zone (F(1,3) = 38.23; p < .01): 
positive errors were larger when the burst position was 10° 
(172°) than when it was 80° (113°). There was also a significant 
effect of the localization of the burst (F(7,21) = 3.14; p < .05). In 
order to assess the specific significant differences, we performed 
post hoc analysis as we had no hypothesis about this factor. A 
Scheffé test revealed no significant difference. 
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Figure 8. Mean localization signed error observed in 
Experiment 2, for the 2 explored sides and the 8 burst 

localizations in each zone (the exact burst localization is 
indicated below or above the error bars). Error bars 

show the standard errors. 
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4.2.2. Virtual and perceived spatial separation 

As in Experiment 1, we analyzed the correlations between the 
percent correct, the localization errors, the virtual elevation 
difference and the perceived elevation difference between the 
target and the mask sequences. Correlations were analyzed with 
the 16 positions used in the experiment (90°, 100°, 110°, 120°, 
130°, 140°, 150°, 10°, 20°, 30°, 40°, 50°, 60°, 70° or 80°). There 
was no significant correlation between the performances and the 
virtual elevation difference (r = -.04) or the perceived elevation 
difference (r = .26). As expressed in Figure 9, the perceived 
elevation difference did not vary with the virtual elevation 
difference. However, there was a significant and strong correlation 
between the performances and the virtual elevation difference (r = 
.92; p < .05). Performances improved as the spatial separation in 
elevation increased as observed in the ANOVA analyzing the 
percent correct. 
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Figure 9. Mean perceived elevation difference found in 
Experiment 2, for the 8 virtual elevation differences and 2 
target positions. Errors bars show the standard errors. 

5. DISCUSSION 

Experiment 1 results support a facilitating effect of the 
spatial separation when tracking a target sound sequence 
concurrent with a mask sound sequence. We found that 20° was 
the minimum azimuth separation to track a sound sequence. 
Below this limit, participant performances did not differ from the 
chance level. We also observed that this separation in azimuth 
advantage   seemed to depend on the position of the sequence to 
be tracked. When the target sequence was on the left side of the 
listener, the performance improvement with azimuth separation 
was smaller than when the target sequence was in front. This 
could be due to spatial sensitivity which is worse on the side than 
in front of the listener. The minimum audible angle is 3.6° in front 
while it is 9.2°on the left side [26]. However, the localization 
performances obtained in Experiment 1 did not indicate such an 
effect. Participant’s errors were larger in front than on the left. 

This may be due to the large amount of front-back confusion. 
Furthermore, the absence of correlation between the percent 
correct in the temporal irregularity detection task and the signed 
error indicated that localization accuracy may not be a relevant 
explanation for the side effect. Our data suggest that perceived 
spatial separation may be a better hypothesis to explain the 
interaction between the target position and the azimuth 
difference. When the target was in  front , the perceived difference 
in azimuth between the target and the mask sequences was larger 
leading to a better discrimination of the two sequences than when 
the target was on the left.  

The results of Experiment 2 showed an improvement of 
sound sequence tracking when the target and the mask sequences 
were presented with a different elevation. As for the azimuth 
dimension, we observed that 20° was the minimum angle 
necessary to distinguish the target and the mask sequences. There 
was no effect of the position of the target or interaction between 
the target side and the elevation difference. Localization errors 
revealed very poor performances in the participant’s ability to 
localize the sound sequences. The average localization error in the 
elevation dimension was 142°. Listeners tended to perceive the 
sounds at the back while the sounds were presented above or in 
front of them. Furthermore, the absence of correlation between 
the performances and the localization errors or perceived 
elevation difference suggest that improvement in tracking the 
target sequence with the elevation difference may not be due to 
the spatial separation of the sequences. The effect of the virtual 
elevation difference between the target and the mask sequence on 
the ability to track the target sequence may be explained by the 
spectral differences induced by the HRTF applied to the sounds. 
The absence of spatial separation effect on tracking the target 
sequence could be due to the used of non-individualized HRTF. 
Worley & Darwin (2002) [22] also found that, using non-
individualized HRTF to spatialize two simultaneous messages, 
voice tracking improvement with elevation difference was slightly 
less marked than with individualized HRTF. The percentage of 
attribution of the target word to the phrase having the same 
elevation peaked at 75% with a difference of 40° or 80° between 
the messages. It seems that their results were due to the poor 
location capability using non-individualised HRTF’s. 

6. CONCLUSION 

Our data on the effect of azimuth support the idea that 
spatial separation in azimuth may be a relevant presentation for 
the design of future non-vocal alarms even using non-
individualized HRTF for the spatialization. A minimum angle of 
20° in azimuth between two simultaneous non-vocal alarms is 
necessary in order to allow tracking one of the two alarms. 
Additional experiments using individualized HRTF for 
spatializing the alarms are required in order to assess the 
advantage of the elevation dimension. 
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