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ABSTRACT

The growing popularity of digital cellular phones and personal
digital assistants (PDA) is setting new demands for Internet
content producers. One problem with these devices is the small
visual display. WWW pages are usually designed for traditional
desktop computers and they are difficult to view with small
displays. In this paper, a solution is presented that uses the
audio capabilities of such mobile devices in addition to optional
visual display. The idea is to transform XML data into
VoiceXML in addition to some traditional display layout
language. This approach could also make Internet browsing
possible for visually handicapped people.

1. INTRODUCTION

The paper describes how XML data can be displayed
and navigated through a speech interface in a consistent
manner. This is done by first transforming the original XML
data into VoiceXML [[2] document and then using a VoiceXML
capable browser to display it. This kind of speech interface can
exist alone or side by side with a traditional browser interface.
The coexistence of two interfaces is suitable for PDA
environments, for example. The small visual display of PDA
can be used to present images and the auditory display can be
used to present textual information and to offer navigation
capabilities. A demonstration is presented in the paper. The
example consists of a small movie database, which is presented
simultaneously through visual and auditory displays.

2. TECHNICAL BACKGROUND

In this chapter, two main technical topics are briefly explained.
The first subject consists of data presentation and
transformation related technologies, especially XML and its
subsidiary technologies. The second topic consists of speech
technology related technologies and products used in our
research work.

2.1. XML Technologies

In short, XML is a method for presenting structured data in a
text file and it looks a bit like HTML [3]. XML is a meta-
language, which is used to describe other languages. Some of
the design goals for XML are that it should be easy to write
programs which process XML documents and that it should be
straightforwardly usable over the Internet . One important
property of XML from our perspective is that XML documents
must be well formed and no exceptions to this are allowed. This
property means that the structure of data is unambiguous and
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this is useful when the data is interpreted and transformed into
another XML language.

XSLT is a XML language used to describe transformations
from one XML data tree into another XML data tree [4]. A
XSLT document is called a stylesheet. Stylesheet contains
template rules. A template rule contains a pattern, which is
matched to the source XML data tree. A basic case is that this
pattern consists of XML element identification (tag). The rule
contains also the content, which replaces the original matched
pattern in the result tree.

XSL FO is the formatting part of eXtensible Stylesheet
Language (XSL) It contains formatting elements for
pagination, layout and styling of documents. A possible
publishing process is the following [5]: The original XML data
is just structured data, it does not contain any formatting
elements. Then XSLT is used to create the presentation of the
original data and XSL FO elements are used to describe the
styling. The resulting tree contains XSL FO elements with the
original data elements.

X-Smiles@ is a XML browser currently being developed
in our laboratory at Helsinki University of Technology. It is
implemented using the Java language. It currently supports
several XML specifications including XSLT and XSL FO. It
has its own APl for supporting third party extension
components (Markup Language Functional Component,
MLFC). This APl was used in our research to create a MLFC to
support VoiceXML content. The browser will be published
soon as open source software and it is going to be available at
<http://www.x-smiles.orgp.

2.2. Speech Interface

VoiceXML is designed for creating audio dialogs that feature
synthesised speech, digitised audio, recognition of spoken and
DTMF key input, recording of spoken input, telephony, and
mixed-initiative conversations. VoiceXML’s main goal is to
bring the full power of web development and content delivery
to voice response applications, and to free the authors of such
applications from low-level programming and resource
management The language separates application logic from
platform dependent details. This means that the same voice
application can be easily deployed to different locations
provided that the underlying platforms conform to VoiceXML
specification.

The Java Speech API defines a cross-platform software
interface to speech technology. Two core speech technologies
are supported through the Java Speech API: speech recognition
and speech synthesis. Speech recognition provides computers
with the ability to listen to spoken language and to determine
what has been said. In other words, it processes audio input
containing speech by converting it to text. Speech synthesis
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provides the reverse process of producing synthetic speech from
text. It is often referred to as text-to-speech technology.

The speech synthesis system used in our research was
Festival which offers a general framework for building
speech synthesis systems. It also includes some support for Java
Speech API.

The speech recognition system used was Sphinx @l Sphinx
is mainly a library, not an independent product. So a custom
server application was developed during our research.

3. IMPLEMENTATION

The goal of the research project was to develop a system
demonstrating the possibilities of VoiceXML combined with a
more traditional browser interface. In this chapter, the resulting
system is described. First, the overall architecture is presented
and then the sub-components are presented individually. Finally
the actual demonstration with example data is presented with
some screenshots.

3.1. Overall Architecture

The demonstration software consists of three main parts. The
first part is the X-Smiles browser package. The second one is
the VoiceXML interpreter package and the third part is the
engine package. The overall architecture is shown in
The figure depicts also the relations between different packages.

X-Smiles
XML Browser

Browser
VoiceXML Package
MLFC
““““““““““““
VoiceXML
Interpreter
Interpreter
Java Speech API Package
JS API JS API
for for _
Festival Sphinx Engine
Package

Festival
Text-To-Speech

Speech Recognition

Figure 1. The overall architecture.

The browser package includes the X-Smiles browser and
the VoiceXML Markup Language Functional Component
(MLFC), which was implemented in the research project. The
essential task of this package is to fetch the requested XML
document and to pass it to appropriate MLFC. In our
demonstration, the XML file contains XSL FO data, which is
mediated to FO MLFC. The XML file also contains a reference
to a VoiceXML data file, which is in turn passed to the
VoiceXML MLFC.

The interpreter package contains a basic implementation for
VoiceXML interpreter (actually VoiceXML interpreter could be

called VoiceXML browser, but here it is called interpreter to
avoid a possible mix-up with the X-Smiles browser). The main
task of this package is to translate the VoiceXML content into
suitable actions for underlying speech engines. These actions
are defined in terms of Java Speech API so this interpreter is
independent of the underlying speech engines.

The engine package contains engines for speech recognition
and speech output. Also, the Java Speech APl implementations
for these engines are included here.

3.2. Simple VoiceXML Interpreter

An adequate VoiceXML interpreter for our purposes was
implemented during the project. It covers only a small subset of
the VoiceXML specification . The interpreter was
implemented using the Java language. All interaction between
the interpreter and the underlying speech engines was
implemented using the Java Speech API (JSAPI) The main
advantage of using the JSAPI is that the interpreter is
independent from the underlying engines. This means that the
underlying engines can be changed with minimal effort given
that the new engines support JSAPI.

The goal of the speech interface was to be able to output the
document contents and to offer basic navigation capabilities, so
the most relevant VVoiceXML elements for our purposes were
the “prompt” and the “menu” element. The “prompt” element is
used for speech output and the “menu” element is used for
navigation. The “form” element was completely ignored,
because the interface did not need to gather any data input from
the user in addition to the navigation choices.

3.3. Java Speech API implementation for Festival and
Sphinx

The Text-To-Speech (TTS) engine used was Festival
Festival includes quite good support for Java Speech API.
However, because of licensing reasons the Festival group could
not release one library needed for the JSAPI support . This
utility library from Sun Microsystems contained some basic
implementation for JSAPI. So, the functionality of this utility
library had to be implemented. As a result an adequate JSAPI
library was created and it was also used with the JSAPI support
for Sphinx.

As Sphinx is an Automatic Speech Recognition (ASR)
library, the actual ASR engine application had to be
implemented. The Sphinx library is written in C language and it
can be compiled in Unix environments. Our development
environment was Linux (RedHat 6.2). The Sphinx package
contains example client/server software, which was used as a
basis for our JSAPI server. One compromise had to be made
during development: The resulting server does not support
dynamic grammar loading, so it has to be started again every
time the grammar changes. This leads to a longer delay between
grammar changes.

The Java part of JSAPI support was implemented to fulfill
our needs. The complete JSAPI support would have been quite
a large task, so only the required parts were implemented. The
Java part of JSAPI connects to ASR server through TCP/IP,
which is used to transfer control signals.

3.4. Integration to the X-Smiles Browser

As mentioned in chapter the X-Smiles browser has a kind of
plug-in interface for third party XML interpreters, MLFCs. This
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APl was used to create the VoiceXML MLFC. The
implementation was quite simple, because the MLFC acts
merely as a wrapper to the VoiceXML interpreter discussed in
chapter B.2]

X-Smiles already included a XSL FO interpreter, which was
used as a visual display for the XML data. This MLFC also
supports secondary MLFCs. It means that there can be two
XML interpreters at the same time. This feature was used in our
demonstration in the following way: The VoiceXML part was
linked to the FO document as an “external-graphic” element.
Now, when FO MLFC tries to load this data and notices it is in
some other XML language, a secondary MLFC is loaded.
Naturally, in our case this secondary MLFC is a VoiceXML
MLFC.

3.5. Transforming the Sample XML Data

The sample XML data was extracted from [[11] The data
contains information related to movies. Figure 2| shows the

information of one movie. The goal was to render the relevant
parts of the data through TTS engine and to provide navigation
through speech recognition engine.

<?xm version="1.0" encodi ng="1SO 8859-1"7?>

<! DOCTYPE vxm SYSTEM "voi cexm 1-0.dtd">
<vxm version="1.0">
<menu>
<pr onpt >

Wl conme to current novies
</ pr onpt >
<pr onpt >

Pl ease, select one of: <enunerate/>
</ pronpt >
<choi ce next="pul p.fo">Pul p Fi cti on</choi ce>
<choice next="fifth.fo">Fi fth El enent</choi ce>
<choi ce next="star.fo">Star Wars</choi ce>
<choi ce next ="psycho. f 0" >Psycho</ choi ce>
<choi ce next ="mul an. f 0" >Mul an</ choi ce>
<choi ce next ="sound. f 0" >Sound of Misi c</choi ce>
</ menu>
</ vxm >

<nmovi e name="Star Wars" id="star">
<i nformati on>
Whien the opening scroll of Star Wars
nentions "a galaxy far, far away,"
it mght unwittingly refer to the
'70s, a time when "the force" went
hand in hand with "the Fonz," and
hokeyness ran unchecked.
</information>
<picture file="sw.jpg"/>
</ novi e>

Figure 2. Extract from the sample data.

<xsl :styl esheet version="1.0"
xm ns: xsl ="http://ww. w3. org/ 1999/ XSL/ Tr ansf or nt'
>

<xsl:tenplate match="/">

<vxm version="1.0">

<xsl : appl y-tenpl ates sel ect ="novi es"/ >
</ vxm >

</ xsl : tenpl at e>

<xsl:tenpl ate match="novi es">

<!-- Creates the main nmenu -->

<l-- Wites the novie specific information into
separate file using Xal an extensions -->

</ xsl : tenpl at e>

</ xsl : styl esheet >

Figure 3. XSLT to transform sample data to VoiceXML.

The presentation chosen was a two-level menu. In the main
menu all the movies are offered and when the user chooses one
of them, the related information is displayed. A natural way was
to collect all the “name” attributes of the “movie” elements and
create a VoiceXML menu of them. The “information” elements
of individual movies were then collected into separate files. The

developed XSL Transformation stylesheet is shown in :iéure 3|

and the resulting VoiceXML menu is shown in Eiaure 4

Figure 4. The resulting VoiceXML main menu.

Similar transformation process was also created to produce
the XSL Formatting Objects version of the data.

4. RESULTS

In this chapter, the results of development are represented. First
the system functionality is represented by means of the example
data and then the system performance is discussed. The example
data and transformations related to it were already described in
section[3.5

The original data was transformed into two XML
languages: XSL FO and VoiceXML. XSL FO was used to
define the layout of visual display and VoiceXML was used to
define the speech interface dialog. The resulting visual main
menu is shown in From the main menu user can
choose a movie and see the details of it. The detail page of one
movie is shown in

Bl - Smiles - file:imnt/cdrom/movies/elokuvat.fo < A X
File liew Help
[ ]
file:/mnt/cdroml/movies/elokuvat.fo -
z e dott ]

XILFO and VoiceXMLdemo

Current Movies

Now in theater:

Pulp Fiction
Fifth Element
Star Wars
Psycho

Mulan

Sound of Music

]
Ready

Figure 5. The XSL FO main menu of the demonstration.
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St X- Smiles - file:imnt/cdrom1/movies/pulp.fo 0 X
File liew Help
u
file:/mnt/cdrom1/movies/pulp.fo -
125 = [ee|  dofi Rx|
XSLFO and VoiceXMLdemo i
Pulp Fiction

Information
QuentinTarantino's award-winninghomage to dim e-s tore novels is
presented in a collector's edition featuring director's commentaryand
never-hefore-seen additional footage, includingan entire scene with
Travolta and mob moll Thurman

Back

]
Ready

Figure 6. Individual movie page after choosing "Pulp
Fiction" from the main menu.

When each of these pages opens, the contents are also
rendered through the speech interface. User can navigate with
mouse or through the speech recognition interface. A sample
voice interface dialog is represented in

Browser: Welconme to current novies! Please

sel ect one of: Pulp Fiction, Fifth Element, Star
Wars, Psycho, Milan, Sound OF Misic.

User: Pulp Fiction

Browser: Pulp Fiction — Information — Quentin
Tarantino’s award-w nning honage to dine-store
novels is presented in a collector’s .

Pl ease sel ect one of: Back

User: Back

Browser: Wl cone to current novies!

Figure 7. A sample VoiceXML dialog.

The system was tested with two different configurations.
The first configuration was Intel Pentium 1l 300MHz with
RedHat Linux 6.2 and 64Mb memory. The second
configuration was Intel Celeron 450MHz with RedHat Linux
6.1 and 128Mb memory. Frankly speaking, the first
configuration was completely unusable. This is due to the high
memory usage of the used TTS and ASR engines. When
opening the main menu it took minutes before the TTS started
to render the text and the ASR was ready to get response from
the user. However, the second configuration was much more
usable. TTS started in a few seconds and speech recognizer was
ready in about ten seconds after opening a page.

5. CONCLUSIONS

In this paper, the sample data was a custom XML language file,
which was transformed into two presentation languages. XSL
Formatting Objects was used for visual and VoiceXML for
auditory display. XSL Transformation was used as a tool for
converting the original data into these presentation formats.
This tool suited well for the task and more complicated
transforms could be possible. One could maybe use XSLT to
transform more common visual layout languages, like XHTML
into VoiceXML. These kinds of transforms from huge

amount of existing content into VoiceXML would make the
content creation easier for speech interfaces. Naturally,
VoiceXML is not enough alone. A lot depends on the speech
engine manufacturers, namely whether they are going to support
VoiceXML extensively or not.
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