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ABSTRACT

Inthisresearch a cdegorizaion paradigm is used to study the multimodal integration processes that take placewhen working
with an interface Redundant auditory icons are used with visua information to investigate their influence on the
caegorizaion. Results are related to ealier experiments with redundant earcons and show that readion times are faster in
conditi ons with auditory icons than conditions with no sound, and conditi ons with earcons are slower than conditions with no
sound. Having sound dces not always leal to faster responses. It seems that the type of sound and its congruency with visual
information can have an effed.
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INTRODUCTION

When attempting to optimize the interadion between a user and his’her computer, (interface designers have avariety of
modalities they can apply. Information can be presented through vision, touch, sound, or any combination of these sensory
modalities. An interface designer has the difficult task of choosing the best combination of information streams for a
particular situation or function. Apart from finding the best solution from a performance standpant, the designer also may
have to take aethetics into acaunt. In video-games for example users report that they cannot perform as well without having
the audio on, although this perception has never been scientifically validated [6].

In most multimedia gplicaions, bath sound and visua information are used to convey the message. Vision, in these
implementations, can be mmbined with different types of sound, like speech, red-life sounds (auditory icons, e.g. [7]) or
abstrad musicd sounds (eacons, e.g. [1]). Eac of these types of sound have advantages and dsadvantages. The benefit of
speed for instance, is that, most of the time, the meaning of the message is relatively unambiguous. However, users need to
listen to the whole message to understand the meaning. Real-life sounds on the other hand, have the aility to convey
complex messages in a single sound, provided that the sound is easy to identify and it is a good conceptual mapping of the
function [9]. Yet users report them to be annoying after prolonged use [11,13]. Earcons do not posses that intuitive mapping
and therefore have to be learned, but users find them in general appropriate for applicaions [11]. In interfaces they have
furthermore shown to ‘stee the emotional readion of the user in suppart of a cetain response’ [1].

Most studies that look at sound in interfaces, use sound as a substitute for visua information that is incomplete or
unavail able. It seems interesting to seeif the same effeds are found when the information is redundant, i.e. also available in
the other modality. When information is presented bah visually and auditory, i.e. in multiple streams, users need to integrate
these informational elementsinto asingle experience unity [4]. Like in the red world, when you see a olored light in the sky
and you hea abang for example, the integrated information suggests that there ae fireworks. Both instances happen (al most)
at the same time and therefore you assume that they are related. The integration is expeded to take place adifferent levels of
abstradion, where one is more mncrete, based on examples of similar experiences, and one is more astrad, based on
genera rules, that are formulated from those examples. This abstrad, conceptual level can only be formed when there is an
example-level. It is possble that this integration in some functional situations is better, in this case meaning faster and with
fewer errors, than in other situations. To what extent the information from different modalities can and will be integrated,
could depend on the combination of relevant aspeds of contingent information in the signals, such as for example wlor,
location, loudness and mood [5]. When you seethe same fireworks for instancein front of you, and you hea a bang behind
you, the location of these instances is © dfferent that you assume they are not coming from the same source. As a resullt,
bath information streams are most probably not integrated, but treaed as sparate. Mood as another example, is often
manipulated in cinematography, where the dramatic, high tempo music combined with pictures of a chase can leal to grea



excitement for the viewer. Without the music, or with a cdm, happy tune, the perception of the same scene @n be quite
different.

The mncept of integration, with the aspeds mentioned before, are investigated in our projed, of which a study is reported
here. In this dudy auditory icons are tested, presented together with visual pictures in a visual caegorizaion task, to
investigate whether the integration that is assumed to take place can assist users in their task. Having information with the
same mntingencies available may lead to faster response times and fewer errors, when users have to dedde whether the
picture they seeis of a cetain class or not. This type of task is used, because of its analogy with an interfacesituation. Icons
on a desktop belong to dfferent caegories of documents, folders or applicaions and users have to determine what the
caegory isin order to dedde what to dowith the icon (for instance drag to an applicaion in the case of a document). (the
experimental conditions and stimuli will be presented at the conference)

The result of the experiment presented here, related to ealier experiments with earcons, will contribute to the development of
a genera theoreticd model of multimodal integration. This theory can assist developers in defining functions and situations
in visualy oriented environments that are suitable for auditory additions and may help dedde what types of sound to use.

EARLIER EXPERIMENTS

The dfed of using sound in an interface situation has been urder investigation for a little over a decale. Espedally for
situations where the eyes are otherwise occupied, for instance when you are away from your computer, the benefit of having
additional auditory information is clealy demonstrated. (e.g. [7, 2, 10]). Although there is no daubt as to the alvantages
users have in such situations, it is questionable whether this is lely due to the sound itself. The fad that there is
complementary information avail able, i.e. extra, not present in the visual modality, regardiess of the auditory nature of that
information, could acaunt for some of the effeds reported [6].

In our studies, we try to avoid using complementary information in order to investigate the effed of different types of sound
on the same task. The information that is present in the sound signal is therefore redundant with information presented in the
visual modality. Users should be (and are) able to perform the task without having the sound present. To test that in this
experimental paradigm, control trials are present with just the visual information avail able. The task users have to performis
a visual caegorization task. Pictures, i.e. line drawings of animals (for instance adog) and non-animals (for instance a
candle), are presented to subjeds on a computer screen. Subjeds have to determine whether or not the picture they seeis of
an animal or not by pressng a button labeled ‘yes or ‘no’.

In our ealier experiments, the pictures were acompanied by an eacon or by silence However, subjeds were not instructed
to use the sound when it was present in the task they had to perform. Four different eacons were used (differing in pitch),
two magjor chords (C) and two minor eacons (Cm). Major key tones are generally associated with paositive fedings, like
happiness, and minor key tones are asociated with negative emotions, like sadness(e.g. [8]). Other experiments have shown
that subjeds, when asked to pressa button labeled ‘yes or ‘no’ on the auditory stimuli alone, more often respond ‘yes' on
major key tones and ‘no’ on minor key tones. In the visual caegorization task the pictures in combination with the eacons
were presented to the subjeds in blocks. All pictures within a block were dso presented with no sound, so subjeds saw all
pictures two times in ead block, once with a sound and once without a sound present. The experiments consisted of four
blocks. In one block, all pictures of animals were presented with a major chord and all pictures of non-animals were
acompanied by a minor chord. Becaise the mood d the sound and the cdegory of the picture both suggest a similar
‘answer’, either positive or negative, this block was labeled congruent. In a similar fashion there was one block where the
pictures of animals were acompanied by minor eacons and non-animals by major eacons. This block was labeled
inconguent. Finaly, two blocks where both types of pictures were presented with either a major or a minor eacon were
cdled neutral (seeTable 1). Subjeds saw all blocksin arandomized order.

Animal Non-animal

Congruent Major Minor
Incongruent ~ Minor Major
Neutral Major Major
Neutral Minor Minor

Table 1. Experimental conditions ealier experiments

Results $ow that there isa significant overall delay in readion times for all trials with an earcon (seeFigure 1). It seams that
having redundant information in another modality causes subjedsto respond slower, athough they were not instructed to pay
attention to the sound. Furthermore the delay is gredest in trials where the auditory information seems to suggest another



response than the visual information, meaning the incongruent trials. When the pictures of animals are presented with a
minor eacon or the non-animals with a mgjor earcon, the delay is sgnificantly greder than in the other conditions with
sound(seeFigure 1). This effed has been validated in several experiments[3,4,5].
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Figure 1. Earlier experimental results

Sincethese results involve abstrad, musicd sounds, it seems interesting to study, whether a similar effect occurs when more
concrete, red-life sounds are used. Theories on cognition indicae that it is possble that there ae two dfferent levels of
processng in memory that could be linked to this distinction in types of sound (e.g. [12]). The first level is cdled the
exemplar-similarity-level and involves caegorizaion based on the remembrance of instances. For instance you know that
what you seeis a cd, because you have seen similar cas before. The second, conceptual level is mediated by rules that are
abstraded from objeds that fal into the cdegory, i.e. after experiencing multiple examples of a cetain caegory it is possible
in some caesto formulate arule for that caegory. It almost seems like an imaginary line is drawn and you have to determine
on which side of the line the objed fall's, based on rules. For instance, when you have to determine for a series of humbers
whether it is an odd number or an even number, you do this by applying the rule: ‘can be divided by two’ [14]. Readion
times experiments with exemplar-similarity based stimuli are faster than readion times with conceptualy based stimuli. If
such adistinction between exemplar-similarity and conceptual categorization is applicable here, it is possble that a difference
in readion times or errors can be shown when comparing the results of the experiments described in this paper with the
ealier resultsinvolving eacons. Since the conceptua level is derived from the exemplar-similarity level, that is much more
concrete, it is expeded that auditory icons, that represent concrete aspeds of the objeds falling into the cdegory, will | ead to
faster resporses than earcons, that are only in an abstrad manner related to the target category.

EXPERIMENT

Subjeds
In this gudy 20 subjeds participated, that were dl students at the Catholic University of Nijmegen. They were paid for their
participation. 18 Participants were female and 2 were male. The average age was 22 yeas.

Material

A Madntosh Quadra 840AV was used with a 256 color screen, with a diagonal of 32 cm. The screen was raised so that
subjeds could watch the stimuli at eye-level. Furthermore, a button-box was used with three buttons; one for ead response
caegory and a final one for starting each set of trials. The sounds were presented through a stereophonic headphone,
Monaaor BH-004 with a microphone. The microphone was not used during the experiment. 16 line-drawings were used as
visua stimuli in the experiments, 8 of animalsand 8 d musical instruments. The pictures were seleded from a database used
in other experiments, by taking the distinctivenessof the red-life sound the picture ‘produces’ as a seledion criterion. The
sounds that were used, were wav-samples of animals and musicd solo-pieces. The duration of ead sample was normali zed
to 1226 sec Care was taken to take samples of music that were dosed, so subjeds didn't fed the music stopped in the
midde of an expresgon. In a pil ot-test the distinctiveness was tested with alarger pod of stimuli, by asking two subjeds for
ead sound and ead picture separately what they heard/saw. The 16 stimuli that they identified quickly and without errors
were used in this experiment.

Procedure

Subjeds first heard a simple tone (F) to aert them to fixate on a displayed fixation point on the screen (‘x’). Then a drawing
was shown and in some caes a sound was played at the same time (Stimulus Onset Asynchrony of 0 ms). Subjeds were
instructed to respond as quickly as possible by pressng the button indicaing their resporse, ‘yes or ‘no’. After 2.5 seconds
another trial was garted and the dert sound was played again. Three onditions were distinguished in this experiment. When
the picture was acammpanied by the @rred red-life sound, this was cdled same. An example of thisis a picture of a duck



with the quacking of a duck. When another sound was played of the same cdegory, this was labeled same aategory. For
instance, the picture of adog and the quading of a duck. The last sound condition is referred to as other category. This for
instance when with the picture of a duck, an excerpt of guitar music is played. Finaly, al pictures were dso shown with no
sound (silent). The trials per condition were presented to the subjeds in a randomized order (there were no bocks). In the
instruction it was explained that this was a study to investigate the dfed of sound on atask. They would see pictures and
would have to indicae whether it was a picture of an animal or not. Subjeds were instructed to respond as quickly as
possble by pressing the button indicating their response, ‘yes' or ‘no’. Again, subjeds were not instructed to do something
with the acompanying sound. First, as pradice session, subjeds sw all pictures acompanied by the matching red-life
sound. Participants al'so had to indicae in this session whether the picture was of an animal or not. Then subjeds could ask
questions and the experiment started. After a number of trials, subjeds could take abresk. The length of the rest-period was
determined by the subjed. The total experiment took about 25 minutes.

RESULTS

The pradicetrials were excluded from the analyses. Also, error-responses or no-responses were left out. Since the number of
errors and no-responses was snall (less than 2%), they were not analyzed further.
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Figure 2. Visual categorization task

The mean readion times per condition are presented in Figure 2. The conditions with sound (same, same ategory and other
category) are faster than the condition without sound. The shortest readion times were observed in the same conditi on, where
the picture arresponds with the sound (average of 411 msec). The anditi on where the sound presented with the picture was
of the same cdegory was alittle slower. This condition had an average readion time of 418 msec. The @ndition with a
sound from another caegory and the silent condition were slowest (average 429 msecand 435mseq). A repeaed
measurements analysis was conducted on the means, that showed that the differencesin mean readion timesis sgnificant
(F(3,17)=9.713, p=0.001). When comparing the mnditions that have the same cdegory (same and same ategory) thereisno
significant differencein mean readion times (F(1.19)=1.481, p=0.238). One seems to be asubset of the other, since both
sounds are from the same cdegory as the pictures, and when we combine the data from both conditions (seefigure 3) and
compare thisto the other category condition in a mntrast analysis, there is a significant differencein mean readion times
(F(1,19)=6.109, p=0.023). Thereadion timesin the conditions with the same cdegory are faster than the readion timesin the
conditions with another category. However when looking at the cndition other category compared to the nditi on without
sound, there is no significant differencein mean readion times (F(1,19)=0.482, p=0.496).
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Figure 3. Results combined



DISCUSSON

Auditory icons

The results show significantly faster readion times in the enditi ons with auditory icons. It seems that in this tting, having

information in another modality assists in a cdegorizaion task. Users are ale to respond faster when they not only see a
picture, but they hea an accompanying sound as well. Thisresult is interesting, because & already mentioned, users were not

instructed to pay attention to the auditory stimulus. The task was to categorize the visual pictures. It seems that subjeds do

not shut out the auditory information to focus entirely on the pictures. Insteal they use the information in both modalities to

come to afaster response. Neverthelessthe mean readion times between the other category conditi on and the silent condition

do not differ significantly. This could indicae that, when the information is not of the same cdegory as the pictures sibjeds
have to caegorize, for instance in the cae where you see aviolin and you hea a dog barking, the sound daes not facilit ate
the response. It seems, that having sound present only contributes to the cdegorizaion when this information is congruent

with the picture information. When what you see ad what you hea suggests the same type of response, subjeds are ale to

read faster.

Auditory iconsvs. earcons

Looking at the data of the study presented here in comparison with the results on the experiments conducted ealier with
eacons as ound stimuli, some interesting similar effeds can be found. Figure 4 displays the data from both the eacon
experiments described ealier and the auditory icon data from this experiment. The mean readion times per category are
presented. The mean of the silent condition is based on the readion times of both experiments.
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Figure 4. Earcon and auditory icon data ambined

The difference between having a sound o the same ‘caegory’, or a mgjor chord on the one hand, and having a sound of
another ‘category’ on the other hand, is similar for bath types of sound. In both series of experiments the readion times for
the ‘congruent’ conditi on(s) are faster than the ‘incongruent’ condition. This sems to indicate that when doing a visual task,
having information in the other modality only aids when that information is congruent with the visual information. When
looking at the Figure 4, also some differences between the two types of experiments can be observed. Firstly, thereisalarger
diff erence between the mean readion times of the incongruent condition and the silent condition in the eacon experiment,
than in the auditory icon experiment. In the eaicon experiment, it seems that having information that contradicts the response
that is suggested by the picture, leads to significant increases in readion times. In the experiment with auditory icons, thereis
no significant difference in mean readion times between the condition with a sound in another category and the silent
condition. To determine whether this apparent contrast in resultsis an indicaion of an effed, further research is needed.

The most important difference between the two types of experiments is that al conditions with auditory icons are faster than
the silent condition and the dl conditions with earcons are slower than the silent condition. This sems to suggest that users
are ale to caegorize pictures faster when they are acompanied by a red-life sound, then when they are presented with an
abstrad, musica sound. However, the silent trials were embedded in the experiment and therefore could be influenced by the
context. Further studies in purely visual categorizaion are nealed to validate this finding. The ealier observation that when
having redundant information in another modality, users sams to respond slower neads to be spedfied: It seems that when
having exemplar-based redundant information in the other modality resultsin users responding faster.

The results ssem to suggest that there is a general difference in mean readion times in experiments with auditory icons and
experiments with eacons. This could mean that the propcsed dstinction between exemplar-similarity and conceptua
caegorizaion are refleded in this readion time data. Furthermore the results could indicate that categorizaion on the basis
of conceptual information is dower than caegorization based on exemplar-similarity information. Intuitively this sems



reasonable, since the mnceptual caegorizaion is more dstrad. It seems plausible that categorizing on the basis of more
abstraad information takes more time.

IMPLICATIONSFOR INTERFACE DESIGN

The study presented here reiterates ealier findings that care should be taken when applying sound. Having sound in a visual
task does not always leal to faster readion times. The type of sound, whether it is an auditory icon or an eacon, seems to
influence the time it takes to come to a response. On the basis of readion times alone it seams that auditory icons are
preferred in situations where performance is important. However, as noted ealier, performance should not be the only
criterion when defining sounds. Since users find red-life sounds annoying when they often hea them, frequency of use
should be taken into acount as well. Although readion times are slower in the experiment with eacons, it seems that users
are ableto extrad information from these sounds and use it. Again it is siown that using abstrad sounds is a good aternative
to auditory icons. Neverthelessthis should not be done abitrarily. Even the astrad meaning of a sound may influence the
processng of a ancrete picture. Also, the results show that when having any type of additional sound present, auditory icon
or eacon, it should be mngruent with the visual information to asgst the subjeds in their task. This means that not any sound
is suitable for application in a cetain function.

Finally, the research presented here indicaes that there ae different levels or types of caegorizaion. Whether using earcons
or auditory icons, the meaning of the sound in relation to the visual information should be caefully considered.

REFERENCES
1. Blattner, M.M., Sumikawa, D.A., and Greenberg, R.M., Earcons and Icons. Their Structure and Common Design
Principles. Human-Computer Interaction 4(1), 1989, 11-44.

2. Brewster, S.A. Providing a structured method for integrating non-speed audio into human-computer interfaces. Doctoral
dissertation (York, UK, 1994).

3. Bussemakers, M.P., and de Haan, A. Gettingin touch with your moods: using sound in interfaces, submitted.

4. Bussemakers, M.P., and de Haan, A. Using earcons and icons in categorisation tasks to improve multimedia interfaces, in
Procedlings of ICAD’ 98 (Glasgow, UK, November 1998 Briti sh Computer Society.

5. Busemakers, M.P., de Haan, A., and Lemmens, PM.C. The dfed of auditory accesry stimuli on picture
caegorisation; implications for interfacedesign, in Proceeadings of HCII’ 99 (M inchen, Germany, August 1999 436-440.

6. Edworthy, J. Does ound help us to work better with machine? A commentary on Rauterberg’s paper ‘About the
importance of auditory alarms during the operation of a plans simulator’. Interacting with Computers, 10, (1998), 401-
409,

7. Gaver, W.W. The sonicfinder: an interfacethat uses auditory icons. Human Computer Interaction 4(1), 1989, 67-94.

8. Hevner, K. The mood effeds of the mgjor and minor modes in music, in Procealings of the midwestern psychological
asgciation (1933), 584.

9. Mynatt, E.D. Designing with auditory icons. how well do we identify auditory cues? in Proceadings of CHI’ 94 (Boston,
US 1994, 269-270.

10.Rauterberg, M. About the importance of auditory alarms during the operation of a plant simulator. Interacting with
computers, 10, (1998), 31-44.

11.Roberts, L.A., and Sikora, C.A. Optimising feedbadk signals for multimedia devices. Earcons vs Auditory icons vs
Speedy, in Procealings of IEA 97 (Tampere, Finland, 1997), 224-226.

12.Shanks, D.R. Representation of caegories and concepts in memory, in Cogritive models of memory. Martin A. Conway
(eds). 1997. Psychology Press UK. 111-146.

13.Sikora, C.A., Roberts, L.A., and Murray, L. Musical vs. Red world feadbadk signals, in Proceelings of CHI’ 95 (Denver,
US, 1995, 220-221.

14.Smith, E.E., Patalano, A.L. and Jonides, J. Alternative strategies of categorization. Cogrition, 65, (1998), 167-196.



